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13. We’re Still Clueless 
about the Origin of Life

James M. Tour

Organisms have well-defined molecular assemblies, redox potentials 
across membranes, and metabolic pathways—all operating in ex-

quisite states that we call “life.” 
Chemistry, by contrast, is utterly indifferent to whether anything 

is alive or not. Without a biologically derived entity acting upon them, 
molecules have never been shown to “evolve” toward life. Never.1

While organisms exploit chemistry for their own ends, chemicals 
have never been seen to assemble themselves into an organism. Origin-
of-life research keeps attempting to make the chemicals needed for life, 
and then to have those assemble toward something to which they are 
inherently indifferent. But try as they might, without preexisting life no 
researchers have ever seen molecules assemble into a living cell, or any-
thing even remotely resembling a living cell. Contrary to the hyperbole 
of press reports, any synthetic molecularly derived structures that have 
been touted as being cell-like are in reality far from it. �is situation 
might change in the future, but it is unlikely to change under the current 
course of research. Scientists have no data to support molecular “evolu-
tion” leading to life. �e research community remains clueless. 

Many scientists and professors who are outside boutique origin-of-
life circles have been led astray by researchers’ claims and the subsequent 
press, thinking that far more is known about life’s origin than really is 
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known. �is has affected the highest seats in the academy where even 
some science professors confuse origin of life with biological evolution. 
Like a muddy prebiotic cesspool, confusion abounds in the academy.

Two-thirds of a century since the 1952 Miller-Urey experiment, 
where some racemic amino acids were formed from small molecules and 
an electrical discharge, the world is no closer to generating life from small 
molecules—or any molecules for that matter—than it was in 1952.2

One could argue that origin-of-life research is even more befuddled now 
than it was in 1952 since more questions have evolved than answers, and 
the voluminous new data regarding the complexity within a cell makes 
the target much more daunting than it used to be.3 

Consider what has occurred in other fields in the past sixty-seven 
years since Miller-Urey performed their experiments: human space 
travel, satellite interconnectivity, unlocking DNA’s code and its pre-
cise genetic manipulation, biomedical imaging, automated peptide and 
nucleotide synthesis, molecular structure determination, silicon device 
fabrication, integrated circuits, and the internet, to name just a few. 

By comparison, origin-of-life research has not made any progress 
whatsoever in addressing the fundamental questions of life’s origin. 
Two-thirds of a century and all that has been generated are more sugges-
tions on how life might have formed—suggestions that really show how 
life probably did not form. Nothing even resembling a synthetic cellular 
structure has arisen from its independent components, let alone a living 
cell. Not even close.

In 1775, the French Academy in Paris refused to entertain any fur-
ther proposals for perpetual motion machines; the devices just did not 
work as advertised.4 No one knew why not—the mature science of ther-
modynamics, which gave us a theoretical account for why the perpetuum 
mobile schemes failed, lay nearly one hundred years in the future—but 
the machines clearly failed. Today we need a French Academy-like direc-
tive toward origin-of-life proposals; for, like perpetual motion machines, 
such proposals just do not work as advertised. Instead we should explore 
why scientists have failed to produce life. Clearly life can exist—unlike 
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perpetual motion machines, we have the ubiquity of life surrounding 
us on this planet. But there needs to be a wholly different scientific ap-
proach to reveal life’s origin. 

�is is an appeal to the origin-of-life research community: Step back 
and consider the claims within the research, the true state of the field, the 
retarded state of the science relative to other research areas, and the con-
fusion or delusion of the public regarding life’s origin. Many researchers 
in origin-of-life organic synthesis are superb scientists. However, overly 
confident assertions, exaggerated and spread by the over-zealous press, 
have led to gross public misconceptions regarding what is and is not 
known concerning the beginning of life.

We will now turn to an exploration of the two main classes of or-
igin-of-life science: chemical synthesis and molecular assembly. After a 
brief summary of each, the two classes of experiments will be considered 
separately in depth.

First, the chemical synthesis of the four molecule types for life: nu-
cleotides, carbohydrates, proteins, and lipids. Nucleotides are composed 
of a trimeric nucleobase-carbohydrate-phosphate combination, and once 
polymerized, constitute DNA and RNA. Five different nucleobases 
comprise the primary alphabet for DNA and RNA. �e nucleotides 
and their subsequent DNA and RNA structures are homochiral, mean-
ing that they exist as one mirror image form and not the other, yielding 
one of two possible enantiomers. 

Amino acids are most often homochiral. When amino acids are 
polymerized, they form proteins and enzymes, the latter being nature’s 
nanomachines that build the biological system. Like DNA and RNA, 
proteins and enzymes also have a tertiary homochirality based upon 
their coiling and folding. 

Lipids are dipolar molecules having a polar water-soluble head and 
a non-polar water-insoluble tail. �ey too are most often homochiral. 

Carbohydrates, in addition to being part of the backbone of DNA 
and RNA using their 5-carbon containing versions, also use 6-carbon 
containing structures. Cells live on carbohydrates for energy, and carbo-
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hydrates, along with proteins, are identification-receptors wherein some 
regulation on and within cells is controlled. Carbohydrates are also ho-
mochiral, and their polymeric forms take on tertiary homochiral shapes. 

Origin-of-life efforts have spent much time trying to make these 
four classes of molecules and their polymers, starting from simple chem-
icals that were presumed to be available on the prebiotic earth, such as 
formaldehyde, hydrogen cyanide, and carbonates.

�e second class of experiments that are performed in origin-of-life 
research deal with the assembly of the molecules. For example, when 
lipids are added to water and subjected to shear forces, they can form 
spherical bilayer vesicles. �ese vesicles have the lipid polar ends point-
ing inward and outward toward the water on the inside and outside of 
the vesicle, respectively, and the nonpolar tails pointing toward each 
other and away from the water phases. Sometimes researchers will add 
other compounds to the water that become engulfed when the bilayer 
vesicles form. In order to obtain a cell, molecules must precisely assemble 
into many higher-order structures. 

Chemical Synthesis Experiments
Chemical synthesis experiments in origin of life can be summed up by a 
protocol analogous to this:

 • Purchase some chemicals, generally in high purity, from a 
chemical company.

Figure 13-1. �e reduction and reductive amina-
tion of pyruvate to lactate and alanine. 

�is was described in the NASA press release as “NASA Study Repro-
duces Origins of Life on Ocean Floor.”
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 • Mix those chemicals together in water in high concentrations 
and a specific order under some set of carefully devised 
conditions in a modern laboratory—sets of conditions that often 
would be difficult to replicate in a non-laboratory environment 
on early earth.

 • Obtain a mixture of compounds that have a resemblance to one 
or more of the basic four classes of chemicals needed for life: 
carbohydrates, nucleotides, amino acids, or lipids. Most of the 
time they are synthesized in racemic (both mirror images) or 
near racemic form, not in homochiral form.

 • Identify the desired compound in a mixture of many other 
isomers and products. �en buy (or make, using modern non-
abiotic methods) a purified version of that desired compound 
and proceed to the next step. 

 • Publish a paper making bold extrapolations about origin of 
life from these functionless crude mixtures of stereochemically 
scrambled intermediates.

 • Engage with the often over-zealous press to dial up the knob of 
unjustified origin-of-life projections.

 • Watch the misled and mesmerized layperson exclaim, “You see, 
scientists understand how life formed!”

 • Accept a generation of science textbooks yielding colorful, 
deceptive cartoons of raw chemicals assembling into cells, which 
then emerge as slithering creatures from a prehistoric pond. 

Even professors have been misled by this. Nor do the scientists 
themselves understand anything more about life’s origin than they did 
before they performed their experiments, because their experiments of-
fer no solution to the fundamental questions needed for a path to life. 

How can the results be published if there is nothing new regard-
ing life’s origin? Because this becomes the norm in the field—there are 
no expectations of addressing grander questions. Reviewers are of the 
same mind, believing this is the best that can be done. Journal editors 
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have been numbed to believe the same, and to ignore unjustified claims 
regarding the origin-of-life implications. Some published work contains 
chemistry which is pedestrian, while other papers show remarkably in-
genious routes to these molecular classes starting from simple chemi-
cals—but in every case, fundamental questions of life are not addressed. 
�us the field stagnates for two-thirds of a century while other areas of 
research make quantum leaps that advance humankind.

Here is a recent example of such a scenario of simple chemistry 
and the hyperbole that follows. In 2019, Laura Barge and coworkers at 
NASA Jet Propulsion Laboratory, the California Institute of Technol-
ogy, and the Oak Crest Institute of Science simulated an undersea hy-
drothermal vent. Heating an aqueous solution of pyruvate to 70°C and 
introducing ammonia and iron hydroxides while limiting oxygen, they 
observed simple reduction and reductive amination to stereo-scrambled 
lactate and alanine, respectively. 

�ose are such simple reducing reactions that the chemistry is cer-
tain and therefore wholly unremarkable. Yet the authors write, “�is 
shows that aqueous, partially reducing iron mineral systems (which 
would have been common in early-Earth seafloor/vent environments) 
could have facilitated synthesis and concentration of prebiotic organic 
molecules relevant for the emergence of life.” 5

�e NASA press office then had a field day with this result, titling 
their article “NASA Study Reproduces Origins of Life on Ocean Floor” 
and writing, further, “Scientists have reproduced in the lab how the in-
gredients for life could have formed deep in the ocean 4 billion years ago. 
�e results of the new study offer clues to how life started on Earth and 
where else in the cosmos we might find it.”6 �e press cut and pasted 
from the NASA press release, resulting in a blitzkrieg of deeply mislead-
ing news.

Although the chemistry of this experiment is less complex and less 
interesting than that of the 1952 Miller-Urey experiment, it was pub-
lished in the Proceedings of the National Academy of Sciences, a superb 
scientific journal. �is underscores that journals themselves are com-
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plicit in continuing this sort of rudimentary experiment claiming to be 
suggestive of life’s origin. Unlike the far more sophisticated synthetic 
chemistry of origin-of-life leaders like John D. Sutherland, the work by 
NASA is nonsensically simple—so in that sense, much like the prebiotic 
earth would have been.

Unlike the artless 2019 NASA experiment, most origin-of-life re-
searchers today put far more precision into their protocols to make more 
elaborate arrays of stereo-scrambled intermediates. One could easily ar-
gue, therefore, that the researchers are moving further from the heart 
of abiogenesis since they are filling the protocols with the best of their 
intellectual training to coax molecules into the form that the researcher 
desires. Yet even with all that intellectual input, the origin-of-life re-
searchers overcome few if any of the hurdles noted below that need to be 
considered when dealing with chemical synthesis experiments common 
to all origin-of-life protocols that are being published.

Hurdle 1: Homochirality
Molecules that compose living systems almost always show homochi-
rality. So one particular enantiomer, selected from the many possible 
stereoisomers, needs synthesizing. Generally there are 2n possible ste-
reoisomers where n is the number of stereocenters in the molecule. If 
discussing carbohydrates, there are eight possibilities among the abun-
dant 5-carbon carbohydrate and sixteen possibilities from the 6-carbon-
long carbohydrates. Claims that these structures could be prepared 
under prebiotic conditions in high enantiomeric purity using inorganic 
templates, or any presumed templates, have never been realized even 
with the advanced designs of the origin-of-life researchers. How much 
less could homochiral compounds have been obtained in a mindless pre-
biotic environment? 

In addition, this would have to happen repeatedly for all the varying 
carbohydrates. Nobody has ever offered a demonstrative solution. 

Moreover, each class of compound, the carbohydrates, the amino 
acids, and the lipids, and further each compound within each of those 
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classes, would require its own separate methodology to control its spe-
cific regiochemistry and stereochemistry. To merely say that all the di-
verse stereochemistries form and the required one preferentially reacts 
(kinetic resolution) repeatedly over its enantiomer or diastereomers ne-
gates what is known about the difficulties of selective synthesis, espe-
cially when envisioned in a mindless prebiotic system where no enzymes 
yet exist. �e differences in reaction rates often require chiral systems 
acting upon chiral molecules. 

If this can be done sufficiently well in a mindless prebiotic puddle, 
why cannot the experts in research repeatedly replicate it in sixty-seven 
years of trying while using their sophisticated modes of synthetic inge-
nuity? 

Hurdle 2: Pre-DNA and -RNA
Abiogenesis starts long before DNA and RNA are formed. So en route 
to those compounds, one would have to select the 5-carbon carbohydrate 
for its backbone over the 6-carbon structure, and all this in homochiral 
form. Further, for DNA, it has to be one hydroxyl group deficient, or de-
oxyribose. If it is not, then it will be suitable for RNA, but far less stable. 
Prebiotic systems never knew any of this. 

Hurdle 3: Selectors
In choosing the molecule types to go forward, there are no chemical se-
lectors yet formed in a prebiotic system, or if there are selectors, they 
generally need to be more complex than the molecule that they are se-
lecting. What is the origin of the selector in a prebiotic system?

Hurdle 4: Redesigns
When building molecular systems, constant redesigns are needed which 
take the synthesis back to step one. It is often impossible to remove a 
moiety once it has been added to a molecule. So if a prebiotic and mind-
less reaction makes one small mistake, the synthesis has to go back to 
the beginning—but that could mean sending it back a hundred million 
years, and it will likely make the same mistake again since it has no mem-
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ory to prevent its repeated mistake. Plus it has no impetus to start over, 
because chemistry is indifferent to moving toward life. It is chaos.

Hurdle 5: Stopping Point
�e synthetic reactions do not know how to stop their current course of 
progression, or why to stop. �e prebiotic system will continue to make 
derivatives. Time, although claimed to be the great savior of abiogenesis, 
can actually be the enemy. Time works against obtaining desired chemi-
cals, particularly when the needed target is a kinetic product. For exam-
ple, carbohydrate prebiotic synthesis is generally conducted through the 
formose reaction, but then one gets aldol reactions in equilibrium with 
retro-aldol reactions, and Cannizzaro reactions, which, taken together 
over time, favor the branched and “caramelized” polymeric products. 
How does the system know when or how to stop if reaction times can 
be in the thousands of years or longer? Routes to carbohydrates from 
presumed prebiotic molecules are an all-around mess.

Hurdle 6: Purification
A prebiotic system does not have the ability to easily purify the struc-
tures. Sometimes selective crystallization can occur with the designed 
input of a synthetic chemist, but most often not. And the impurities 
contaminate and inhibit subsequent steps. Separations have to be done 
repeatedly across broad arrays of the four classes of compounds or else 
the impurities withdraw the resources from the chemical pools. Most 
origin-of-life researchers do not even purify the desired products. �ey 
simply identify the desired product in a morass of other isomers or relat-
ed molecules, and then purchase a pure sample for the next step. �at’s 
cheating when it comes to total synthesis, but it’s a cheat rarely acknowl-
edged by the researchers.

Hurdle 7: Order
Reagent addition-order is essential. One cannot add the icing to a cake at 
the stage of mixing the flour and eggs. Chemistry is even more demand-
ing with its sequences throughout multiple steps, each requiring their 
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own reaction conditions. To claim that compound A spilled in from one 
pool, and then another pool dumped its contents of compound B, seems 
far-fetched when such sequences are repeatedly required with specific 
timings.

Hurdle 8: Activation Steps
�e making of the amino acid monomers is hard enough, but the syn-
thesis of a single dipeptide bond generally requires activation steps that 
are complex if they are to be performed cleanly and repeatedly. Auto-
mated systems today require multiple individual steps to cleanly prepare 
a single amide bond. Likewise, nucleotide polymerization can be terribly 
messy unless proper activators (leaving groups) and blocking chemistry 
is exploited. No general solution to this problem has been offered.

Hurdle 9: Environmental Factors
�e parameters of temperature, pressure, solvent, light, pH, and atmo-
spheric gases have to be carefully controlled in order to build complex 
molecular structures. Ultraviolet light in particular is highly degrading 
to organic compounds. Some origin-of-life researchers use these wave-
lengths of light to make their compounds, and as soon as those com-
pounds are synthesized, the lights are removed to prevent further rapid 
degradation. �at is convenient in a lab, but how is that done outside 
the laboratory, such as at the edge of a volcano, and repeatedly? �e ul-
traviolet light that is present in the atmosphere will severely degrade the 
molecules if left even for days or months.

Hurdle 10: Molecular Characterization
Molecular characterization at each step is essential. If the chemist 
doesn’t know the molecular structure or at least the gross composition 
of the intermediates, the process is doomed for failure. So how might 
this be done in a prebiotic milieu? A prebiotic system knows nothing of 
molecular structure. It is mindless. 
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Hurdle 11: Isolation
Each organic reaction needs a carefully controlled work-up (isolation) 
protocol to prevent decomposition of the product. For example, nucleo-
tides are sensitive compounds, and chemists today, even origin-of-life 
chemists, take great pains to work up these reactions very carefully.

Hurdle 12: Mass Transfer
�e mass transfer problem will be the killer of all routes. How does one 
bring sufficient material through a complex multistep synthesis? If the 
route runs out of material after, say, 300 million years of progression, 
how does it go back to make more when nature has never kept a labora-
tory notebook of its former path? 

In addition to origin-of-life researchers leaving this problem unad-
dressed, they exacerbate it. One origin-of-life research team will publish 
a paper where they make a trace amount of a stereochemically impure 
target, like a particular carbohydrate. And then the next researcher will 
use that formerly published carbohydrate as their starting point for the 
next synthetic step, claiming a protocol called “relay synthesis.” But the 
new researcher will either buy the intermediate in large amounts and 
pure homochiral form or make it using purely advanced synthesis, sepa-
ration, and characterization means. �ey will not use that former cum-
bersome proposed prebiotic route. So there is no accountability of mass 
transfer when going from one published work to the next; a prebiotic 
world would never have such a luxury. 

And how many chemical steps are needed to make all the chemi-
cals that compose a simple cell, and in sufficient quantities to build the 
higher-order structures within a cell? Nobody knows, but the number 
of steps must be enormous, regardless of whether the compounds are 
made by linear or convergent routes. Any synthetic chemist knows that 
the mass transfer would be daunting and impenetrable in their advanced 
laboratories. A typical thirty-step synthesis, using our most advanced 
methods, can often afford less than 1% overall yield of the final product 
in an optimized sequence. 
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How this could have been done with thousands of necessary steps 
to the thousands of requisite compounds in a prebiotic world is pres-
ently beyond our comprehension. So most researchers just bypass this 
difficulty by not mentioning it.

Furthermore, claims of “it only has to happen once” are incorrect. 
�e chemistry would have to occur repeatedly, en masse, to produce the 
quantities needed to progress through a mindless and structurally blind-
ed synthesis. Some might argue that higher molecular concentrations 
might have accumulated locally next to volcanoes where there is a heat 
source, or in gels, but how could this happen repeatedly through broad 
arrays of chemical classes? �ere is no reasonable explanation. 

Elsewhere I have considered and discussed these deficiencies in syn-
thesis in greater detail, presenting several examples from the recent lit-
erature.7 When the obvious glaring problems are unaddressed, might 
this explain the arrested state of origin-of-life research when compared 
to the progress of other fields?

Molecular Assembly Experiments
In addition to chemical synthesis experiments that do not traverse the 
hurdles, there are origin-of-life experiments that deal with the assembly 
of chemicals into what researchers refer to as a “protocell,” that is, “a self-
organized, endogenously ordered, spherical collection of lipids proposed 
as a stepping-stone to the origin of life.”8

Basically, if one takes a few drops of a lipid, adds them to water, and 
shakes, lamellae can form, which are lipid bilayer films. A small amount 
of spherical bilayer vesicles can break off from these lamellae, but much 
higher yields are realized if the lamellae are put through shear forces 
such as obtained during sonication. While origin-of-life researchers call 
the results “protocells,” no life or pre-life exists. It remains lipid bilayer 
vesicles in water.

Most so-called protocell assembly experiments in origin-of-life re-
search can be summed up by a protocol analogous to this:
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 • Purchase one homochiral lipid type from a chemical company 
or synthesize stereochemically scrambled lipids from smaller 
molecules. Add those lipids to water and observe the simple and 
expected thermodynamically driven assembly of those lipids 
into synthetic bilayer vesicles upon agitation. Sometimes the 
researchers will add other molecules, like nucleotides, that are 
engulfed by the vesicle as it forms. 

 • Publish a paper claiming that the synthetic vesicles are protocells 
and suggestive of early forms of cellular life.9

 • Engage with the media to ramp up the hype.

 • Watch the layperson being misled. 
Here is one of many recent examples, published in 2017, of standard 

chemistry being portrayed as having something to do with the construc-
tion of a living cell.10 A team from the Origins of Life Initiative at Harvard 
University performed a known type of polymerization reaction in wa-
ter, called Reversible Addition-Fragmentation Chain Transfer (RAFT). 
�is reaction type is not seen in nature—it is a purely synthetic process. 
�e monomers that the research team chose are all synthetic and unnat-
ural. �is is standard chemistry used to make polymers wherein there 
is a controlled radical polymerization reaction that can afford a poly-
mer chain bearing a hydrophobic block attached to a hydrophilic block 
when two different monomer types are used sequentially. �e research-
ers observed these to form polymeric vesicles during the polymerization, 
which is interesting but surely not extraordinary. 

While they kept the radical chain growing through ultraviolet light 
activation (a typical activating source) the vesicles grew, consuming 
monomer within the vesicles, to the point where the vesicles would burst. 
Again, nothing surprising; a critical vesicle size is reached and then the 
forces between the growing vesicle and the surrounding water dictate 
a critical growth volume before the vesicle ruptures. �e vesicles move 
toward the ultraviolet light, likely by heating gradients induced by the 
light source or reaction thermodynamics. 
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Chemists like myself find this type of polymerization reaction to be 
interesting. It was a fine job by the researchers and well-worth publish-
ing. �e claims should have ended there. But here is how the work was 
portrayed in the published article: 

�e observed net oscillatory vesicle population grows in a manner that 
reminds one of some elementary modes of sustainable (while there is 
available “food”!) population growth seen among living systems. �e 
data supports an interpretation in terms of a micron scale self-assem-
bled molecular system capable of embodying and mimicking some 
aspects of “simple” extant life, including self-assembly from a homog-
enous but active chemical medium, membrane formation, metabolism, 
a primitive form of self-replication, and hints of elementary system 
selection due to a spontaneous light triggered Marangoni instability 
[surface tension gradients].11 

Was that statement justified? Just because A “reminds” me of B, it 
does not make A an “embodying” form of B—it is just my imagination. 
If the disc-shaped vesicle “reminds one” of a flying saucer, is it a “simple 
extant” flying saucer? No extant life, not even simple extant life, was 
demonstrated.

Following those excessive extrapolations by the authors, the claims 
were then rephrased and projected to the lay public by the Harvard Ga-
zette and other news outlets: “A Harvard researcher seeking a model for 
the earliest cells has created a system that self-assembles from a chemical 
soup into cell-like structures that grow, move in response to light, repli-
cate, and exhibit signs of rudimentary evolutionary selection.”12 Is that 
an accurate representation of the article? Surely not. 

Here is a listing of a few of the challenges that need to be considered 
when dealing with lipid bilayer vesicle experiments common to most 
origin-of-life protocols that are being published.13

Challenge 1: Heterogeneity
Researchers have identified thousands of different lipid structures in 
modern cell membranes. �ese include glycerolipids, sphingolipids, ste-
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rols, prenols, saccharolipids, and polyketides. All are homochiral or sp2-
stereo-defined. 

For this reason, the origin-of-life researchers’ selection of simple 
one-component synthetic vesicle lipid bilayers is far from realistic. When 
making synthetic vesicles—synthetic lipid bilayer membranes—mix-
tures with monoacyl lipids can destabilize the system, so researchers 
conveniently avoid these mixtures, while a prebiotic earth would not 
have that option. �e heterogeneity of lipid bilayer structure is essential 
for cellular function, yet very hard for the researcher to reproduce.

Challenge 2: Varying Lipid Composition
Lipid bilayers surround subcellular organelles, such as nuclei and mito-
chondria, which are themselves microsystem assemblies. Each of these 
has their own lipid composition, different from the host vesicle.

Challenge 3: Symmetry
Lipid bilayers have a non-symmetric distribution. �e outer and inner 
faces of the lipid bilayer are chemically inequivalent and cannot be inter-
changed without flippase enzymes, yet origin-of-life bilayer membranes 
are homogeneous across the bilayer; hence, they do not resemble the 
lipid bilayer of a living cell.

 Challenge 4: Gatekeepers
Protein–lipid complexes and ionophores are the required passive trans-
port sites and active pumps for the passage of molecules and ions through 
bilayer membranes, often with high specificity. Some allow passage for 
substrates into the compartment, and others their exit—they are highly 
specialized gatekeepers composed of very intricate structures. �ese 
complexes are rarely addressed by researchers working on their so-called 
protocell assemblies, yet they are essential for cell function.

Challenge 5: Glycans
Most cellular lipid bilayers have vast numbers of polycarbohydrate ap-
pendages, known as glycans. �ese are essential for cell regulation. For 
example, just six repeat units of the carbohydrate D-pyranose can form 
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more than one trillion different hexamers through branching (constitu-
tional) and glycosidic (stereochemical) diversity. �e diversity in branch-
ing patterns can store more information about the state of the cell than 
both DNA and RNA combined.14 

Every cell membrane is coated with a complex array of glycans, and 
all cell-to-cell interactions take place through carbohydrate participation 
on the lipid bilayer membrane surface. Eliminating any class of carbo-
hydrates from an organism results in its death, and almost every known 
cellular dysfunction involves carbohydrates.

Furthermore, in nature, these glycans are not made using a direct 
genetic template but result from the activity of several hundreds of en-
zymes organized in complex pathways—these are super-hard to con-
struct and their structures selectively morph throughout cellular life 
changes.

So how do the origin-of-life researchers address the prebiotic syn-
thesis of these complex lipid bilayers? �ey do not. Yet they claim a 
protocell through merely the formation of a homogeneous lipid bilayer 
vesicle. Might this retard the field?

Another example: Lipid bilayer assembly experiments were con-
ducted by teams from the University of California at Santa Cruz and 
the University of New South Wales in Australia, and they disclosed 
a summary of the work in 2017.15 �ese teams combined nucleotides 
and lipids in water to form lamellae with the nucleotides sandwiched 
between the layers. Recall that nucleotides are trimers of nucleobase-
carbohydrate-phosphate, and in this case they were purchased in pure 
homochiral form—so already in a well-developed state. �e lipids were 
also purchased in pure homochiral form. 

�e researchers showed that a condensation polymerization of the 
nucleotides via the pre-loaded phosphate with the purchased stereo-de-
fined alcohol moiety on a neighboring nucleotide can take place within 
the lamella upon dehydration. �ey further demonstrated that similar 
reactions can occur at the edges of hydrothermal fields associated with 
volcanic landmasses to provide the heat needed for the reactions. �e 
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chemistry is indifferent to the heat source, whether a volcano, a Bun-
sen burner, or a laboratory heating oven; the nucleotide will polymerize 
upon reaching a critical concentration and temperature.

�e chemistry is unremarkable since it is preloaded through the 
purchased derivatives. �is work addresses the essential concentration 
needs by removing the water and driving the intermolecular reactions to 
form oligomers that resemble the nucleic acids. �e problem with a con-
densation (step growth) polymerization is that any alcohol can compete 
for the reactive electrophilic site, but in the researchers’ case, they con-
veniently added only nucleotides and no other alcohols. In other words, 
the system is stacked to work through its purity. Condensation polym-
erization reactions need to be very pure, free of competing nucleophilic 
and electrophilic components, as explained by the Carothers equation 
defining degrees of polymerization based upon monomer purity.16 If 
there happen to be amino acids or carbohydrates with the nucleotides, 
these would terminate or interrupt the growth of the oligonucleotides.

Moreover, the researchers did not confirm the detailed integrity of 
the claimed structures, which, if carefully analyzed, would likely show 
attacks from unintended hydroxyl sites. Nonetheless, even when short 
oligonucleotides form, they are not a usable form of RNA, since they 
have no useful sequences. It would be like a book of random letters, or in 
this actual case a small book of all the same letters. 

�e authors suggest that the lamellae sandwiching oligonucle-
otides eventually break off to form lipid bilayer vesicles containing the 
oligonucleotide-within-vesicle constructs, which they call protocells. 
�e conversion of planar lamellae into multilamellar vesicles (onion-like 
structures) as they hydrate is well-established, but these generally need 
shearing (extrusion-type mechanical) forces, sonication, or peptides in 
order to form the requisite lipid bilayer vesicle, so the researchers’ yields 
of the desired vesicles were sure to be very low.17

�e conditions used in this experiment are hard to fathom being 
found in the prebiotic earth: homochiral nucleotides in high chemical 
purity, trapped in a lamella composed of homochiral stereo- and regio-
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chemically pure lipids. Even accepting that improbability, those obtained 
vesicle structures have almost no resemblance to cellular lipid bilayers 
that have a vastly more complex constitution. �e authors are merely 
forming lipid bilayer balls made from purchased homochiral lipids con-
taining some randomly sequenced oligonucleotides from purchased ho-
mochiral nucleotides. 

While exciting chemistry to the origin-of-life researcher, nothing 
here is chemically remarkable and it has almost no resemblance to a real 
cell. Nonetheless, behold the claims in the published paper: 

 • “�en, in the gel phase, protocells pack together in a system 
called a progenote and exchange sets of polymers, selecting those 
that enhance survival during many cycles.”18 But chemicals know 
nothing of survival since they are indifferent to “survival.” �ere 
is no mechanism shown for how their protocells would bear 
different sets of polymers or exchange their sets of polymers 
between them, or make a “selection” process. �e researchers 
misappropriate terms from biology and use them in a prebiotic 
world in a manner that makes no chemical sense.

 • “�e best-adapted protocells spread to other pools or streams, 
moving by wind and water, and some develop the ability to 
use carbon dioxide for photosynthesis.”19 However, there is no 
suggestion regarding the meaning of “best-adapted.” It is again a 
misuse of terminology. Photosynthesis is a highly precise process 
requiring many enzymes, a well-ordered electron pathway, 
and precisely defined distances between photon receptors and 
electron ejectors, with electron transfers traveling down defined 
homochiral polypeptide channels. �e authors’ statement not 
only blurs the line of realism, but is fallacious.

 • “After much trial and error, one protocell assembles the 
complicated molecular machinery that enables it to divide into 
daughter cells. �is paves the way for the first living microbial 
community.”20 However, there is neither a demonstration of 
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how “molecular machinery” is made, nor even a proposal. �e 
mechanisms needed for cellular division are highly complex, 
requiring cascades of enzymes functioning in precise and timed 
manner. �is is utterly inconceivable based on the demonstrated 
results, and nothing proposed, let alone demonstrated, “paves the 
way for the first living microbial community.”

 • And these “ultimately evolve into a primitive metabolism 
required by the earliest forms of life.”21 It seems to be 
commonplace for origin-of-life researchers to co-opt terms 
from biological evolution and move them into the prebiotic 
vocabulary. �is is unhelpful. Molecules are indifferent 
to moving toward life. Furthermore, what is a “primitive 
metabolism”? �ere is nothing being metabolized. �ere is 
only a condensation polymerization, a simple chemical reaction 
based upon the addition of nucleophiles to electrophiles. Such 
a reaction is never referred to as a metabolism within synthetic 
chemistry. 

�ose origin-of-life assembly claims are akin to buying twenty 
pounds of sliced turkey meat, adding a gallon of turkey broth, warming, 
sticking in a few feathers and suggesting that a “prototurkey,” “primitive 
turkey,” or “extant turkey” had just been synthesized.

A book by the famous science writer Ed Regis, entitled What is 
Life?: Investigating the Nature of Life in the Age of Synthetic Biology, at-
tempts to describe life’s origin from molecules: “Life began with little 
bags of garbage, random assortments of molecules doing some crude 
kind of metabolism. �at is stage one. �e garbage bags grow and oc-
casionally split in two, and the ones that grow and split fastest win.”22

Few origin-of-life researchers would state it so shamelessly; nonetheless, 
“little bags of garbage” are precisely what origin-of-life researchers have 
been making. �ose “little bags of garbage” have no more resemblance to 
living cells than a big bag of garbage resembles a horse. 

�ere is a highly complex non-covalent interactive connectivity 
within a functioning cell—just like the parts of a machine need to be 
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fitted together—but with far more complexity in a biological organism. 
Nobody knows how a viable cell emerges from the massive combinato-
rial complexity of its molecular components. Of course, nobody has ever 
synthetically mimicked it either.

To begin to grasp the complexity involved, consider the interactome. 
An “interactome” is the whole set of molecular interactions in a particu-
lar cell.23 Just as one sees the precise overlap and interconnectivity in hu-
man anatomical structures, in molecular biology the interconnectivity 
effects (through van der Waals interactions) are displayed trillions of 
times more abundantly than in gross human anatomy. �e interactome 
can be protein-protein, gene-gene, or molecule-molecule interactions, 
and these greatly affect the function of the cellular system. It is through 
the molecular interactions that information is transferred. Electrostatic 
potentials permit information to flow through non-covalent molecular 
arrays, but these molecules need specific orientations relative to each 
other.24 �e interactome defines the intermolecular orientations, align-
ments that are unattainable through random mixing. 

Peter Tompa of the University of Brussels and George Rose from 
Johns Hopkins University calculated that if one merely considers all 
protein-protein interactome combinations in just a single yeast cell, the 
result is an estimated 1079,000,000,000 combinations.25 �at is the number 
1 followed by 79 billion zeros, a whoppingly large number. To put that 
in perspective, the number of elemental particles in the universe is esti-
mated to be ~1090. �ese numbers are beyond the realm of human ap-
preciation. 

�e authors understate the ramifications, writing that “the num-
bers preclude formation of a functional interactome by trial and er-
ror complex formation within any meaningful span of time.” �us, “a 
complicated cellular sorting/trafficking and assembly system, made up 
of membranous organelles, receptors, membrane translocation devices, 
cytoskeletal tracks, motor proteins, and accessory chaperones guides the 
proper compartmentalization, localization, and assembly of proteins 
in the cell.” But even with all that sophisticated biochemical guidance 
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and scaffolding, “in the absence of energy even this well developed infra-
structure would be insufficient to account for the generation of the inter-
actome, which requires a continuous expenditure of energy to maintain 
steady state.” �ey conclude:

�e inability of the interactome to self-assemble de novo imposes limits 
on efforts to create artificial cells and organisms, that is, synthetic biol-
ogy. In particular, the stunning experiment of ‘creating’ a viable bacte-
rial cell by transplanting a synthetic chromosome into a host stripped 
of its own genetic material has been heralded as the generation of a 
synthetic cell (although not by the paper’s authors). Such an interpreta-
tion is a misnomer, rather like stuffing a foreign engine into a Ford and 
declaring it to be a novel design. �e success of the synthetic biology 
experiment relies on having a recipient interactome… that has high 
compatibility with donor genetic material. �e ability to synthesize an 
actual artificial cell using designed components that can self-assemble 
spontaneously still remains a distant challenge.26

Regarding the ability to effect reactions through successive dehydra-
tion and rehydration steps as proposed by some researchers, Tompa and 
Rose write that “it is implausible that a completely ‘denatured’ cell could 
be reversibly renatured spontaneously, like a protein. Instead, new cells 
are generated by the division of pre-existing cells, an unbroken chain of 
renewal tracking back through contingent conditions and evolving re-
sponses to the origin of life on the prebiotic earth.” Indeed, “all extant 
cells are generated by the division of preexisting cells that provide the 
necessary template for perpetuation of the interactome.”27

�erefore, even if one were to try to simplify the problem with net-
work connectivity theory, interactomes add a massive layer of complex-
ity to all cellular structures. �at further underscores the difference 
between a real cell and the so-called protocells or extant cells made by 
origin-of-life researchers. In fact, terms such as “protocells” or “extant 
cells” are misnomers that exacerbate the confusions.

So how close have researchers come to creating an artificial cell? In 
2010, Craig Venter’s team made a copy of a known bacterial genome and 
transplanted it into another cell.28 In 2016 the Venter team did some-
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thing related. �ey removed all but 473 genes from a natural genome, 
transplanting it into another cell.29 

�ese are indeed exciting experiments, but the cells were already 
made, naturally, and alternate genomes were inserted. �is is analogous 
to buying two Corvettes, removing one of the electronic engine control 
modules (ECUs) from the first Corvette, and swapping it as a substitute 
into the second Corvette; or copying the ECU in a fabrication facility 
and inserting the copied version into a car. One could not rightly claim 
the building of a Corvette; it is an exchange of parts, while the cars al-
ready existed.

More recently Henrike Niederholtmeyer, Cynthia Chaggan, and 
Neal K. Devaraj of the University of California at San Diego have made 
what they term “mimics of eukaryotic cells”30; the journal Science declared 
these “the most lifelike artificial cells yet.”31 In this experiment, semi-
porous microcapsules made of plastic (from acrylate polymerization) 
containing clay were prepared using modern microfluidics techniques 
that are done within fabrication devices. Due to their inherent charges, 
these clays have a high affinity for binding DNA, so when DNA was 
then added to the solution, it diffused through the semi-porous plastic 
microcapsules and bound to the clay. �e requisite RNA polymerases 
for mRNA transcription, ribosomes for polypeptide translation, tRNA, 
amino acids, enzymatic cofactors, energy sources, and cellular compo-
nents essential for proper protein folding were similarly purchased or 
extracted from living systems, added to the medium, and permitted to 
diffuse into the plastic capsules. 

�e expected chemical reactions ensued, resulting in protein synthe-
sis. �e newly formed proteins could diffuse out of the plastic microcap-
sules to other nearby semi-porous plastic microcapsules that had been 
similarly prepared, and the nearer the neighboring plastic microcapsule 
was to the original microcapsule, the more exchange of reagents between 
them took place. �ose neighboring plastic microcapsules could then 
similarly become production sites for proteins. �is diffusion between 
nearby plastic microcapsules was termed “quorum sensing,” relying on 
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standard local concentration gradients where the nearer neighbors re-
ceived more of the leached materials. �e chemistry of the exogenously 
added reagents will work regardless of the container, whether it be a 
plastic semi-porous microcapsule, a test tube, or a large-scale industrial 
production tank. 

While the experimental design is clever and exciting, the actual 
chemical synthesis is unremarkable, and it is—as expected—based 
upon the purchased bio-extracted chemicals that were added. Such use 
of known and commercially available cellular components to synthesize 
new proteins is done every day in laboratories around the world, and one 
can buy commercial kits to do this.32

So it is far from the embarrassing press-hyped claim of “gene ex-
pression and communication rivaling that of living cells.”33 �ere is no 
rivalry here. All of the active chemical components for the synthesis 
were extracted from living systems. Further, one might arguably agree 
that these are indeed “the most lifelike artificial cells yet,”34 but that only 
serves to underscore the point: Nobody has ever yet come close to gener-
ating the workings of life. 

�ere are further demonstrations of such over-extrapolations. In a 
2018 article entitled “How Did Life Begin?” in the top-ranked scientific 
venue in the world, Nature, Nobel laureate Jack Szostak wrote a synopsis 
for the process of life’s origin. (�e article appeared in the journal’s spe-
cial report, “Innovations In: �e Biggest Questions in Science.”) Direct-
ing his message to the non-expert, Szostak explained:

…iron-cyanide compounds accumulated over time, building up into a 
concentrated stew of reactive chemicals. Life as we know it requires 
RNA. Some scientists believe that RNA emerged directly from these 
reactive chemicals, nudged along by dynamic forces in the environ-
ment. Nucleotides, the building blocks of RNA, eventually formed, 
then joined together to make strands of RNA. Some stages in this pro-
cess are still not well understood. Once RNA was made, some strands 
of it became enclosed within tiny vesicles formed by the spontaneous 
assembly of fatty acids (lipids) into membranes, creating the first pro-
tocells. As the membranes incorporated more fatty acids, they grew 
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and divided; at the same time, internal chemical reactions drove repli-
cation of the encapsulated RNA.35

�e descriptions listed here were derived from Szostak’s earlier ar-
ticle in Scientific American,36 and the presentation in Nature of Szostak’s 
synopsis elevates its credibility in the eyes of the scientific community. 
But let us examine Szostak’s claims. 

First, Szostak’s statement that “some scientists believe that RNA 
emerged directly from these reactive chemicals, nudged along by dynam-
ic forces” is painful to a synthetic chemist because a complex pathway of 
reactions would be needed, along with all the steps of purification and 
then assembly, polymerization, and sequencing. All that is reduced to a 
simple passing sentence. For example, how could RNA emerge directly 
from iron cyanide? Iron cyanide is highly stable, and the concentration 
of free cyanide is minuscule. Nothing “emerges directly,” let alone some-
thing as complex as RNA. 

Further, words like “nudged along by dynamic forces” have no mean-
ing in the realm of synthetic chemistry, though they seem acceptable to 
the layperson. �at “nucleotides… eventually formed and then joined 
together to make strands of RNA,” is an incredible statement for which 
there is no basis. Nucleotides do not merely join together with any sig-
nificant precision without complex protection and deprotection steps. 

In sum, Szostak’s remark that “some stages in this process are still 
not well understood” would be more accurately phrased as “in almost all 
stages we remain clueless when it comes to the chemistry needed on a 
prebiotic earth.”

Accompanying Szostak’s article is a figure that purports to sum-
marize the chemical process leading to the formation of RNA nucleo-
tides.37 However, the compounds listed in this figure as “simple sugars” 
are not sugars; they are glycerol and ethylene glycol. �ere are known 
routes to convert those to very simple sugars,38 but only in gross relative 
and absolute stereochemically mixed states, and as a mixture of several 
different polyols—so separation problems abound that remain poorly 
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delineated. Carbohydrate synthesis is a very difficult problem for a pre-
biotic earth.39 Further, the carbohydrate, as shown, is devoid of stereo-
chemistry, and therefore is not ribose. If it is not ribose, then it cannot 
be an RNA nucleotide as written. Moreover, the nucleotide as drawn 
is dehydrated, and the “cyanide derivatives” as shown in the figure are 
unrecognizable as cyanide derivatives.

In an act of grace, let us attribute these chemical structural errors 
to the faulty renderings of a staff artist. However, far more importantly, 
there is no way that heat and light can directly make a nucleotide, even 
if there were simple sugars and cyanide derivatives. �e primary litera-
ture upon which this scheme is based shows the process as involving ten 
to twelve chemical steps. Many of those steps form vast and unusable 
mixtures of products. As has been mentioned previously, researchers do 
not then use the desired compounds formed in those various mixtures; 
instead they just identify the compounds’ presence, and then buy pure 
versions of them from a chemical vendor or else make them using purely 
modern synthetic chemical methods.

Granted, it is difficult to explain origin-of-life chemistry to the lay-
person, but that is part of the problem. Its portrayal to those outside the 
field has been so oversimplified as to mislead even the academic commu-
nity. Professors themselves are confused regarding the state of origin-of-
life research.

Chasing Fool’s Gold?
When origin-of-life researchers are confronted by skeptics regarding the 
weakness of the data on the fundamental questions of life’s origin, they 
will sometimes quote the famous late origin-of-life researcher, Leslie Or-
gel: “Anybody who thinks they know the solution to this problem [of the 
origin of life] is deluded. But anybody who thinks this is an insoluble 
problem is also deluded.”40 �e remark is a strawman—the skeptics 
would merely enjoy seeing some new results that move the field toward 
an explanation of life’s origin. �e direction of origin-of-life research is 
suspect and the petty dismissal of questioning is unhelpful to the field.
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So is the current fixation on extraneous experimental results. Con-
sider an analogy from history: Alchemists tried to convert inexpensive 
metals into gold. �ey discovered that metals could be treated with 
sulfur to make yellow solids, sometimes even with lustrous facets, like 
pyrite, “fool’s gold.” While it was clear to the alchemists that they had 
not formed gold, would not the alchemist community have viewed sul-
fur additives as “a step in the right direction”?41 �ese are the dangers of 
building a field of study around minute experimental results that do not 
even attempt to tackle the fundamental questions; one might be chasing 
fool’s gold.

One such fundamental question that must be addressed is the origin 
of the chemical code; this is likely the single-most significant hurdle in 
any approach to understanding life’s origin. �e information or coding 
within the DNA or RNA that corresponds to the sequence of the nu-
cleotides is essential to the entire discussion of life’s origin. Some would 
rightly argue that the information is even more fundamental than the 
matter (molecules) upon which it is encoded. Present origin-of-life re-
search does not address this foundational issue, but rather merely dem-
onstrates that the requisite molecules are unlikely to have occurred in 
the states and quantities needed, and any assembly into an organism is 
even more unlikely. 

�is is grossly insufficient. �e sequence of the nucleotides is the 
blueprint upon which life is founded. It is that code that will be translat-
ed to the enzymes that build the organism. �e code defines the operat-
ing system for cellular function. �e code vs. the molecules is analogous 
to the difference between the Library of Congress and a box of alpha-
betic letters—the library (DNA or RNA) has a huge amount of embed-
ded information while the random box of letters (molecules) has little. 
We know from computer science that one needs complex non-regular 
patterns for complex computation and processing. Accordingly, complex 
patterns constitute the molecular assemblies seen in all living systems, 
even in the simplest bacterium. �e simple regular pattern of thermody-
namically driven crystallization or self-assembly is actually antithetical 
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to what is needed for organism function, even when considering a cel-
lular lipid bilayer.

To demonstrate how far humankind is from generating life, if ori-
gin-of-life researchers were given all the molecules and their polymeric 
forms that they desperately seek, and all in 100% homochirality, and 
their advanced laboratories, and all the chemical literature, and the 
DNA and RNA in any sequence (code) that they wish, could they as-
semble even a simple cell? �e answer is a resounding No! Moreover, 
there is not an origin-of-life researcher on earth that would claim differ-
ently. As with perpetual motion machines, the pieces just do not come 
together as advertised.

When all else fails for explanations, some call upon Father Time, 
suggesting that hundreds of millions of years solve their mysteries. No 
other field of chemistry would accept such a proposition. In chemical 
synthesis, as we have seen, time is often the enemy, especially when mak-
ing kinetic products that constitute the requisite organic chemicals of 
life. 

Interestingly, Edward Steele and his thirty-two co-authors, spread 
over eleven countries, in 2018 in Progress in Biophysics and Molecular Bi-
ology conceded the following: 

�e transformation of an ensemble of appropriately chosen biological 
monomers (e.g., amino acids, nucleotides) into a primitive living cell 
capable of further evolution appears to require overcoming an informa-
tion hurdle of superastronomical proportions, an event that could not 
have happened within the time frame of the Earth except, we believe, as 
a miracle. All laboratory experiments attempting to simulate such an 
event have so far led to dismal failure.42 

Further, they add, “At this stage of our scientific understanding we 
need to place on hold the issue of life’s actual biochemical origins—where, 
when and how may be too difficult to solve on the current evidence.” 
[Italics added] 

However, Steele and his co-workers then merely push back the prob-
lem by fancifully increasing the reaction space: “It would thus seem rea-
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sonable to go to the biggest available ‘venue’ in relation to space and time. 
A cosmological origin of life thus appears plausible and overwhelmingly 
likely to us....” �ey write: “It is many orders of magnitude more likely 
that it emerged in one of the trillions of comet-like incubators or water-
bearing planets (cosmic-wide versions of Darwin’s ‘warm little ponds’) 
at a very early time in the growth of this Universe, perhaps 12 billion 
years ago which then went on to infect via knock-on effects other life-
favourable sites (planets, moons, comets) throughout that Galaxy and 
then in an interconnected and interactive way throughout the Cosmos 
as the Universe expanded.”43 

In other words, while conceding that origin-of-life research has been 
a “dismal failure” and the community should “place a hold” on it, Steele 
and his colleagues reveal their own cluelessness regarding any of the de-
tails in life generation by hoping for a gigantic reaction space to overcome 
the vanishingly small probabilities of life originating from anything ob-
servable through “current evidence.” 

�is too would require its own miracle.

In Praise of Humility
I have had cordial discussions with biologist proponents of origin-of-life 
research on these issues, and I am amazed that they fail to appreciate the 
magnitude of the problem in building molecules. �ese biologists see 
little difficulty in accepting a chemical synthesis where a desired product 
is mixed with a large array of closely related yet undesired compounds—
mixtures from which separations would be enormously complex, and 
subsequent reactions unavailing. 

But chemists see the inherent problems, even in their own research. 
John Sutherland of the University of Cambridge, one of origin-of-life’s 
giants and the most skilled synthetic chemist to engage in origin-of-life 
research, has recently proposed that “chemical determinism can no lon-
ger be relied on as a source of innovation, and further improvements have 
to be chanced upon instead.”44
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“Chanced upon”? Why? Could it be due to chemistry’s indifference 
to life and the cluelessness of the researchers? 

It appears that Sutherland is grappling with the perplexity of the 
origin-of-life problem. �e befuddlement is greatest for the synthetic 
chemist because he appreciates what molecules will and will not do, 
whereas to the biologist, all seems possible because he is used to using bi-
ology’s constructs, while glossing over the requirements of the chemistry.

Another example: In 2017, Ramanarayanan Krishnamurthy of the 
Scripps Research Institute and his team cleverly showed that diami-
dophosphate can phosphorylate nucleosides, nucleotides, and stereo-
scrambled lipid precursors. �ese can further result in the formation of 
random oligonucleotides and oligopeptides. �e fundamental challeng-
es noted above for the synthesis and assembly experiments remain un-
addressed, so Krishnamurthy was rightly measured in the claims with-
in his publication, writing that “any comparison must be viewed with 
caution given the pitfalls of extrapolating extant biochemical pathways 
backwards all the way to prebiotic chemistry and vice versa.”45 More of 
these realistic conclusions are needed from the origin-of-life community.

Further refreshing comments are making their way into the primary 
literature. In a 2018 article in Nature Communications, Clemens Richert 
describes prebiotic chemistry versus human intervention. He explains 
that “the ideal experiment does not involve any human intervention.”46

Further, he even reflects upon the pure chemicals used by the research-
ers as being unrealistically available but prebiotically necessary for the 
syntheses to have ensued. 

�us, there is a glimmer of hope. �e origin-of-life community is 
taking heed of their own unrealistic protocols that have supposedly been 
simulating prebiotic conditions. 

And none too soon. Claims that mislead the all-too-patient taxpayer 
are not only dishonest, but unhelpful; the public will eventually realize 
that they have been taken for fools, and their ensuing distrust of scien-
tific claims will carry over into other fields of scientific endeavor. Un-
corrected or unfounded assertions jeopardize science beyond a singular 
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field, especially since there is mounting distrust of higher education in 
general.47

Going Forward
Bearing all this in mind, should origin-of-life research continue in the 
same vein as it has been practiced for the past two-thirds of a century? 
Does not the field’s stagnation suggest that a dramatic change should be 
instituted?

�e Defense Advanced Research Projects Agency (DARPA) pres-
ents challenges to shake the research and engineering community out 
of their stagnancy on topics related to technology, putting before them 
contests that demand proposals that are wholly unlike the status quo. 
DARPA mandates new fundamental ways to address problems, often 
embracing young nonconformist researchers who would not normally 
be funded by the seasoned research community of peers. 

Origin-of-life research needs some such shake-up to do something 
beyond the making of yet another small chemical intermediate, ad nau-
seam, or forming suspensions of lipid bilayers, protocells as they call 
them, which have little resemblance to true cellular bylayer vesicles. Re-
searchers must be challenged to address hurdles such as the origin of 
life’s code, the complex assembly and interactomes that are essential to 
cellular functioning, and the mass-throughput in synthesis to provide 
the requisite quantities of molecules in their homochiral form. Alter-
natively, researchers must offer some conjectures, underpinned by ex-
periments, to show that perhaps these features, such as the code or the 
interactomes, are irrelevant to life’s origin from prebiotic chemicals.

Any moratorium needs to be initiated by the funding agencies and 
directed by the program managers. �is starts with a thoughtful evalu-
ation that compares origin-of-life progress to the progress in other fields 
of research over the past sixty-seven years. Are these current origin-of-
life experiments taking us closer, or do the newer findings on cellular 
complexity drive the target further out of reach with each passing year? 
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Formulation of new programmatic goals should ensue, with those 
outside the mainstream origin-of-life community being encouraged to 
offer divergent thoughts. A moratorium is something that the scientific 
community might be obliged to request, because origin-of-life research 
uses taxpayer dollars, and its overexpressed assertions jeopardize trust 
in scientific claims in general. 

As in any field, it is important to maintain engagement with the 
press so that the scientific message reaches the masses. �e press has 
an essential role in the ecosystem of technical dissemination, and most 
science reporters will heed advice from the scientists whom they inter-
view. We cannot continue to let them run unchecked. �eir over-the-top 
claims jeopardize scientific credibility.

�ere also needs to be a cessation of the gross extrapolations and hy-
perbole within scientific publications themselves that give the impression 
that scientists are near to creating life. �e field has migrated outside of 
the bounds of scientific credibility. �us, journal editors should be held 
accountable to restrict grossly exaggerated claims and even terminology 
that is misleading. For example, when simply referring to a lipid bilayer 
vesicle, cavalier use of the term “protocell” should be discouraged; “lipid 
bilayer vesicle” or “liposome” is sufficient. 

�erefore, I appeal to the research community and funding agencies to 
consider whether a moratorium on origin-of-life research is warranted. 

�is starts with a redefinition of targets that will address the fun-
damental questions: mass transfer of starting materials to the requisite 
four compound classes in high chemical and stereochemical purity, the 
origin of life’s code, the massive combinatorial complexities present in 
any living system, and the precise non-regular assembly of required cel-
lular components.

Without deliberate and widespread changes, origin-of-life progress 
will likely remain retarded.

Acknowledgment: �e author thanks Paul Nelson for helpful in-
sights. Walt Shaw and Steve Burgess of Avanti Polar Lipids kindly pro-
vided information on lipid bilayer assemblies.
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17. Evidence of 
Intelligent Design in 

the Origin of Life
Stephen C. Meyer

Theories about the origin of life necessarily presuppose knowledge of 
the attributes of living cells. As historian of biology Harmke Kam-

minga has observed, “At the heart of the problem of the origin of life lies 
a fundamental question: What is it exactly that we are trying to explain 
the origin of?”1 Or as the pioneering chemical evolutionary theorist Al-
exander Oparin put it, “�e problem of the nature of life and the prob-
lem of its origin have become inseparable.”2 Origin-of-life researchers 
want to explain the origin of the first and presumably simplest—or, at 
least, minimally complex—living cell. As a result, developments in fields 
that explicate the nature of unicellular life have historically defined the 
questions that origin-of-life scenarios must answer.

Since the late 1950s and 1960s, origin-of-life researchers have in-
creasingly recognized the complex and specific nature of unicellular life 
and the biomacromolecules on which such systems depend. Further, 
molecular biologists and origin-of-life researchers have characterized 
this complexity and specificity in informational terms. Molecular bi-
ologists routinely refer to DNA, RNA, and proteins as carriers or re-
positories of “information.”3 Many origin-of-life researchers now regard 
the origin of the information in these biomacromolecules as the central 
question facing their research. As Bernd-Olaf Kuppers has stated, “�e 
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problem of the origin of life is clearly basically equivalent to the problem 
of the origin of biological information.”4

�is chapter will evaluate competing explanations for the origin of 
the information necessary to build the first living cell. To do so will re-
quire determining what biologists have meant by the term information 
as it has been applied to biomacromolecules. As many have noted, “in-
formation” can denote several theoretically distinct concepts. �is chap-
ter will attempt to eliminate this ambiguity and to determine precisely 
what type of information origin-of-life researchers must explain “the ori-
gin of.” What follows will first seek to characterize the information in 
DNA, RNA, and proteins as a fact in need of explanation; and, second, 
to evaluate the efficacy of competing classes of explanation for the origin 
of biological information.

Part I will seek to show that molecular biologists have used the term 
“information” consistently to refer to the joint properties of complexity 
and functional specificity or specification. Biological usage of the term 
will be contrasted with its classical information-theoretic usage to show 
that “biological information” entails a richer sense of information than 
the classical mathematical theory of Shannon and Wiener. Part I will 
also argue against attempts to treat biological “information” as a meta-
phor lacking empirical content and/or ontological status.5 It will show 
that the term biological information refers to two real features of living 
systems, complexity and specificity, features that jointly do require ex-
planation.

Part II will evaluate competing types of explanation for the origin 
of the specified biological information necessary to produce the first liv-
ing system. From the 1920s to the mid-1960s, origin-of-life research-
ers relied heavily on theories emphasizing the creative role of random 
events—“chance”—often in tandem with some form of prebiotic natural 
selection. Since the late 1960s, theorists have instead emphasized deter-
ministic self-organizational laws or properties—that is, physical-chem-
ical “necessity.” Part II will show the causal inadequacy of explanations 
involving “chance,” “necessity,” and the combination of the two.
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Part III will suggest that the origin of biological information re-
quires a radically different explanatory approach. It will argue that our 
present knowledge of causal powers suggests intelligent design as a bet-
ter, more causally adequate explanation for the origin of the specified 
complexity (the information so defined) present in large biomolecules 
such as DNA, RNA, and proteins.

I.
A. �e Growing Recognition of the Complexity of the 
Cell
After Darwin published the Origin of Species in 1859, many scientists 
began to think about a problem that Darwin had not addressed.6 Al-
though Darwin’s theory purported to explain how life could have grown 
gradually more complex starting from “one or a few simple forms,” it 
did not explain, or attempt to explain, how life had first originated. Yet 
in the 1870s and 1880s, evolutionary biologists like Ernst Haeckel and 
�omas Huxley assumed that devising an explanation for the origin of 
life would be fairly easy, based on their assumption that life was, in es-
sence, a chemically simple substance called “protoplasm” that could eas-
ily be constructed by combining and recombining simple chemicals such 
as carbon dioxide, oxygen, and nitrogen.

Over the next sixty years, biologists and biochemists gradually re-
vised their view of the nature of life. During the 1860s and 1870s, biolo-
gists tended to see the cell, in Haeckel’s words, as an undifferentiated 
and “homogeneous globule of plasm.” By the 1930s, however, most bi-
ologists had come to see the cell as a complex metabolic system.7 Origin-
of-life theories reflected this increasing appreciation of cellular complex-
ity. Whereas nineteenth-century theories of abiogenesis envisioned life 
arising almost instantaneously via a one- or two-step process of chemical 
“autogeny,” early twentieth-century theories, such as Oparin’s theory of 
evolutionary abiogenesis, envisioned a multibillion-year process of trans-
formation from simple chemicals to a complex metabolic system.8 Even 
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so, most scientists during the 1920s and 1930s still vastly underestimat-
ed the complexity and specificity of the cell and its key functional com-
ponents—as developments in molecular biology would soon make clear.

B. �e Complexity and Specificity of Proteins
During the first half of the twentieth century, biochemists had come to 
recognize the centrality of proteins to the maintenance of life. However, 
they repeatedly underestimated the complexity of proteins. Beginning 
in the 1950s a series of discoveries caused this simplistic view of pro-
teins to change. Researchers ultimately found that proteins exhibit an 
extraordinarily complex and irregular three-dimensional shape: a twist-
ing, turning, tangle of amino acids. As John Kendrew explained in 1958, 
“�e big surprise was that it was so irregular… the arrangement seems 
to be almost totally lacking in the kind of regularity one instinctively 
anticipates, and it is more complicated than has been predicted by any 
theory of protein structure.”9

By the mid-1950s, biochemists recognized that proteins possess 
another remarkable property. In addition to their complexity, proteins 
also exhibit specificity. Whereas proteins are built from chemically 
rather simple amino acid “building blocks,” their function (whether as 
enzymes, signal transducers, or structural components in the cell) de-
pends crucially on a specific arrangement of those building blocks.10 In 
particular, the specific sequence of amino acids in a chain and the resul-
tant chemical interactions between amino acids largely determine the 
specific three-dimensional structure that the chain as a whole will adopt. 
�ose structures or shapes in turn determine what function, if any, the 
amino acid chain can perform in the cell.

For a functioning protein, its three-dimensional shape gives it a 
hand-in-glove fit with other molecules, enabling it to catalyze specific 
chemical reactions or to build specific structures within the cell. Because 
of its three-dimensional specificity, one protein can usually no more sub-
stitute for another than one tool can substitute for another. A topoi-
somerase can no more perform the job of a polymerase than a hatchet 
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can perform the function of a soldering iron. Instead, proteins perform 
functions only by virtue of their three-dimensional specificity of fit, ei-
ther with other equally specified and complex molecules or with simpler 
substrates within the cell. Moreover, the three-dimensional specificity 
derives in large part from the one-dimensional sequence specificity in 
the arrangement of the amino acids that form proteins. Even slight al-
terations in sequence often result in the loss of protein function.

C. �e Complexity and Sequence Specificity of DNA
During the early part of the twentieth century, researchers also vastly 
underestimated the complexity (and significance) of nucleic acids such 
as DNA and RNA. By then, scientists knew the chemical composi-
tion of DNA. Biologists and chemists knew that in addition to sugars 
(and later phosphates), DNA was composed of four different nucleotide 
bases, called adenine, thymine, cytosine, and guanine. In 1909, chemist 
P. A. Levene thought he had shown that the four different nucleotide 
bases always occurred in equal quantities within the DNA molecule.11

He conjectured that the four nucleotide bases in DNA linked together 
in repeating sequences of the same four chemicals in the same sequential 
order. Yet if those sequential arrangements of nucleotides were repetitive 
and invariant, their potential for expressing any genetic diversity seemed 
inherently limited. To account for the heritable differences between spe-
cies, biologists needed to discover some source of variable or irregular 
specificity, some source of information, within the germ lines of different 
organisms. Yet insofar as DNA was seen as an uninterestingly repetitive 
molecule, many biologists assumed that DNA could play little if any role 
in the transmission of heredity.

�at view began to change in the mid-1940s for several reasons. 
Crucially, work by Erwin Chargaff of Columbia University in the late 
1940s undermined Levene’s “tetranucleotide hypothesis.” Chargaff 
showed that nucleotide frequencies actually do differ between species, 
even if they often hold constant within the same species or within the 
same organs or tissues of a single organism.12 More important, Char-
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gaff recognized that even for nucleic acids of exactly “the same analyti-
cal composition”—meaning those with the same relative proportions of 
the four bases (abbreviated A, T, C, and G)—“enormous” numbers of 
variations in sequence were possible.13 �us, Chargaff showed that base 
sequencing in DNA might well display the high degree of variability and 
aperiodicity required by any potential carrier of heredity.

Eventually, elucidation of the three-dimensional structure of DNA 
by Watson and Crick in 1953 made clear that DNA could function as a 
carrier of hereditary information.14 �e model proposed by Watson and 
Crick envisioned a double-helix structure. According to the now well-
known Watson and Crick model, the two strands of the helix were made 
of sugar and phosphate molecules linked by phosphodiester bonds. Nu-
cleotide bases were linked horizontally to the sugars on each strand of 
the helix and to a complementary base on the other strand to form an 
internal “rung” on a twisting “ladder.”

�e Watson-Crick model made clear that DNA might possess 
an impressive chemical and structural complexity. �e double-helix 
structure for DNA presupposed an extremely long and high-molecular-
weight structure, possessing an impressive potential for variability and 
complexity in sequence. As Watson and Crick explained, “�e phos-
phate-sugar backbone of our model is completely regular, but any se-
quence of the pairs of bases can fit into the structure. It follows that in a 
long molecule many different permutations are possible, and it therefore 
seems likely that the precise sequence of the bases is the code which car-
ries the genetical information.”15

�e notion of a “code” was important. Discovery of the complexity 
and specificity of proteins had led researchers to suspect a functionally 
specific role for DNA. Molecular biologists assumed that proteins were 
much too complex to arise by chance in vivo. Moreover, given their ir-
regularity, it seemed unlikely that a general chemical law or regularity 
could explain their assembly. Instead, molecular biologists had begun 
to look for some source of information or “specificity” within the cell 
that could direct the construction of such highly specific and complex 
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structures. To explain the presence of the specificity and complexity in 
the protein, Monod would later insist, “you absolutely needed a code.”16

�e structure of DNA as elucidated by Watson and Crick suggest-
ed a means by which information or “specificity” might be encoded along 
the spine of DNA’s sugar-phosphate backbone.17 �eir model suggested 
that variations in sequence of the nucleotide bases might find expression 
in the sequence of the amino acids that form proteins. In 1955, Crick 
proposed this idea as the so-called sequence hypothesis. According to 
Crick’s hypothesis, the specificity of arrangement of amino acids in 
proteins derives from the specific arrangement of the nucleotide bases 
on the DNA molecule.18 �e sequence hypothesis suggested that the 
nucleotide bases in DNA functioned like letters in an alphabet or char-
acters in a machine code. Just as alphabetic letters in a written language 
may perform a communication function depending on their sequence, 
so, too, might the nucleotide bases in DNA result in the production of 
a functional protein molecule depending on their precise sequential ar-
rangement. In both cases, function depends crucially on sequence. �e 
sequence hypothesis implied not only the complexity but also the func-
tional specificity of DNA base sequences.

By the early 1960s, a series of experiments had confirmed that 
DNA base sequences play a critical role in determining amino acid se-
quence during protein synthesis.19 By that time, the processes and mech-
anisms by which DNA sequences determine key stages of the process 
were known (at least in outline). Protein synthesis or “gene expression” 
proceeds as long chains of nucleotide bases are first copied during a pro-
cess known as transcription. �e resulting copy, a “transcript” made of 
single-stranded “messenger RNA,” now contains a sequence of RNA 
bases precisely reflecting the sequence of bases on the original DNA 
strand. �e transcript is then transported to a complex organelle called 
a ribosome. At the ribosome, the transcript is “translated” with the aid 
of highly specific adaptor molecules (called transfer-RNAs) and specific 
enzymes (called amino-acyl tRNA synthetases) to produce a growing 
amino acid chain.20
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Whereas the function of the protein molecule derives from the spe-
cific arrangement of twenty different types of amino acids, the function 
of DNA depends on the arrangement of just four kinds of bases. �is 
lack of a one-to-one correspondence means that a group of three DNA 
nucleotides (a triplet) is needed to specify a single amino acid. In any 
case, the sequential arrangement of the nucleotide bases determines (in 
large part) the one-dimensional sequential arrangement of amino acids 
during protein synthesis.21 Since protein function depends critically 
on amino acid sequence and amino acid sequence depends critically on 
DNA base sequence, the sequences in the coding regions of DNA them-
selves possess a high degree of specificity relative to the requirements of 
protein (and cellular) function.

D. Information �eory and Molecular Biology
From the beginning of the molecular biological revolution, biologists 
have ascribed information-bearing properties to DNA, RNA, and pro-
teins. In the parlance of molecular biology, DNA base sequences contain 
the “genetic information” or the “assembly instructions” necessary to 
direct protein synthesis. Yet the term “information” can denote several 
theoretically distinct concepts. �us, one must ask which sense of “in-
formation” applies to these large biomacromolecules. In fact, molecular 
biologists employ a concept of information stronger than that of math-
ematicians and information theorists, but slightly weaker conception 
than that of linguists and ordinary users.

During the 1940s, Claude Shannon at Bell Laboratories developed 
a mathematical theory of information.22 His theory equated the amount 
of information transmitted with the amount of uncertainty reduced or 
eliminated by a series of symbols or characters.23 For example, before 
one rolls a six-sided die, there are six possible outcomes. Before one flips 
a coin, there are two. Rolling a die will thus eliminate more uncertainty 
and, on Shannon’s theory, will convey more information than flipping a 
coin. Equating information with the reduction of uncertainty implied a 
mathematical relationship between information and probability (or its 
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inverse, complexity). Note that for a die each possible outcome has only a 
one in six chance of occurring, compared to a one in two chance for each 
side of the coin. �us, in Shannon’s theory the occurrence of the more 
improbable event conveys more information. Shannon generalized this 
relationship by stating that the amount of information conveyed by an 
event is inversely proportional to the prior probability of its occurrence. 
�e greater the number of possibilities, the greater the improbability 
of any one being actualized, and thus more information is transmitted 
when a particular possibility occurs.

Moreover, information increases as improbabilities multiply. �e 
probability of getting four heads in a row when flipping a fair coin is 
½ × ½ × ½ × ½, or (½)4. �us, the probability of obtaining a specific 
sequence of heads and/or tails decreases exponentially as the number 
of trials increases. �e quantity of information increases correspond-
ingly. Even so, information theorists found it convenient to measure 
information additively rather than multiplicatively. �us, the common 
mathematical expression (I = – log2p) for calculating information con-
verts probability values into informational measures through a negative 
logarithmic function, where the negative sign expresses an inverse rela-
tionship between information and probability.24

Shannon’s theory applies most easily to sequences of alphabetic 
symbols or characters that function as such. Within any given alphabet 
of x possible characters, the placement of a specific character eliminates 
x-1 other possibilities and thus a corresponding amount of uncertainty. 
Or put differently, within any given alphabet or ensemble of x possible 
characters (where each character has an equi-probable chance of occur-
ring), the probability of any one character occurring is 1/x. �e larger 
the value of x, the greater the amount of information that is conveyed 
by the occurrence of a specific character in a sequence. In systems where 
the value of x can be known (or estimated), as in a code or language, 
mathematicians can easily generate quantitative estimates of informa-
tion-carrying capacity. �e greater the number of possible characters at 
each site and the longer the sequence of characters, the greater is the 
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information-carrying capacity—or Shannon information—associated 
with the sequence.

�e essentially digital character of the nucleotide bases in DNA and 
of the amino acid residues in proteins enabled molecular biologists to 
calculate the information-carrying capacity (or syntactic information) 
of those molecules using the new formalism of Shannon’s theory. Be-
cause at every site in a growing amino acid chain, for example, the chain 
may receive any one of twenty amino acids, placement of a single amino 
acid in the chain eliminates a quantifiable amount of uncertainty and 
increases the Shannon or syntactic information of a polypeptide by a 
corresponding amount. Similarly, since at any given site along the DNA 
backbone any one of four nucleotide bases may occur with equal prob-
ability, the p value for the occurrence of a specific nucleotide at that site 
equals 1/4, or .25.25 �e information-carrying capacity of a sequence of 
a specific length n can then be calculated using Shannon’s familiar ex-
pression (I = – log2p) once one computes a p value for the occurrence of 
a particular sequence n nucleotides long where p = (1/4)n. �e p value 
thus yields a corresponding measure of information-carrying capacity or 
syntactic information for a sequence of n nucleotide bases.26

E. Complexity, Specificity, and Biological Information
�ough Shannon’s theory and equations provided a powerful way to 
measure the amount of information that could be transmitted across a 
communication channel, it had important limits. In particular, it did not 
and could not distinguish merely improbable sequences of symbols from 
those that conveyed a message. As Warren Weaver made clear in 1949, 
“�e word information in this theory is used in a special mathematical 
sense that must not be confused with its ordinary usage. In particular, 
information must not be confused with meaning.”27 Information theory 
could measure the information-carrying capacity or the syntactic in-
formation of a given sequence of symbols but could not distinguish the 
presence of a meaningful or functional arrangement of symbols from a 
random sequence (for example, “we hold these truths to be self-evident” 
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versus “ntnyhiznlhteqkhgdsjh”). �us, Shannon information theory 
could quantify the amount of functional or meaningful information 
that might be present in a given sequence of symbols or characters, but it 
could not distinguish the status of a functional or message-bearing text 
from gibberish. �us, paradoxically, random sequences of letters often 
have more syntactic information (or information-carrying capacity), as 
measured by classical information theory, than do meaningful or func-
tional sequences that happen to contain a certain amount of intentional 
redundancy or repetition. �us, Shannon’s theory remains silent on the 
important question of whether a sequence of symbols is functionally 
specific or meaningful.

In its application to molecular biology, Shannon information theory 
did succeed in rendering rough quantitative measures of the informa-
tion-carrying capacity or syntactic information (where those terms cor-
respond to measures of brute complexity),28 establishing that DNA and 
proteins were highly complex, and quantifiably so; yet it could not estab-
lish whether base sequences in DNA or amino acid sequences in pro-
teins possessed the property of functional specificity. Information theo-
ry helped establish that DNA and proteins could carry large amounts of 
functional information; it could not establish whether they did.

�e ease with which information theory applied to molecular biol-
ogy (to measure information-carrying capacity) has created considerable 
confusion about the sense in which DNA and proteins contain “infor-
mation.” Since as early as 1958, leading molecular biologists have defined 
biological information so as to incorporate the notion of specificity of 
function (as well as complexity).29 Molecular biologists such as Monod 
and Crick recognized that sequences of nucleotides and amino acids in 
functioning biomacromolecules possessed a high degree of specificity 
relative to the maintenance of cellular function. As Crick explained in 
1958, “By information I mean the specification of the amino acid se-
quence of the protein… Information means here the precise determi-
nation of sequence, either of bases in the nucleic acid or of amino acid 
residues in the protein.”30 Crick’s “precise determination of sequence” is 
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now equated with the extra-information-theoretic property of specific-
ity or specification. Biologists have defined specificity tacitly as “neces-
sary to achieve or maintain function.” �ey have determined that DNA 
base sequences, for example, are specified not by applying information 
theory but by making experimental assessments of the function of those 
sequences within the overall apparatus of gene expression.31 Similar ex-
perimental considerations have established the functional specificity of 
proteins.

Further, developments in complexity theory have now made possible 
a fully general theoretical account of specification, one that applies read-
ily to biological systems. According to mathematician William Demb-
ski, specification involves a match or correspondence between a physical 
system or sequence and an independently recognizable pattern or set of 
functional requirements.32

To illustrate Dembski’s notion of specification, consider these two 
strings of characters:

“iuinsdysk]idfawqnzkl,mfdifhs”
 “Time and tide wait for no man.”
Given the number of possible ways of arranging the letters and punc-

tuation marks of the English language for sequences of this length, both 
of these two sequences constitute highly improbable arrangements of 
characters. �us, both have a considerable and quantifiable information-
carrying capacity. Nevertheless, only the second of the two sequences 
exhibits a specification on Dembski’s account.

�e reason for this is that English has many functional require-
ments. For example, to convey meaning in English one must employ ex-
isting conventions of vocabulary (associations of symbol sequences with 
particular objects, concepts, or ideas) and existing conventions of syntax 
and grammar. When symbol arrangements “match” existing vocabulary 
and grammatical conventions (i.e., functional requirements), commu-
nication can occur. Such arrangements exhibit “specification.” �e se-
quence “Time and tide wait for no man” clearly exhibits such a match, 
and thus performs a communication function.
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Biological organisms also exhibit specifications, though not neces-
sarily semantic or subjectively “meaningful” ones. �e nucleotide base 
sequences in the coding regions of DNA are highly specific relative to 
the independent functional requirements of protein function, protein 
synthesis, and cellular life. To maintain viability, the cell must regulate 
its metabolism, pass materials back and forth across its membranes, de-
stroy waste materials, and do many other specific tasks. Each of these 
functional requirements in turn necessitates specific molecular con-
stituents, machines, or systems (usually made of proteins) to accomplish 
these tasks. Building these proteins with their specific three-dimension-
al shapes requires specific arrangements of nucleotide bases on the DNA 
molecule.

Since the chemical properties of DNA allow a vast ensemble of 
combinatorially possible arrangements of nucleotide bases, any particu-
lar sequence will necessarily be highly improbable and rich in Shannon 
information or information-carrying capacity. Yet within that set of pos-
sible sequences a very few will, given the multimolecular system of gene 
expression within the cell, produce functional proteins.33 �ose that do 
are thus not only improbable but also functionally “specified” or “specif-
ic,” as molecular biologists use the terms. �us, the nucleotide sequences 
in the coding regions of DNA possess both syntactic information and 
“specified” information.

A note of definitional clarity must be offered about the relationship 
between “specified” information and “semantic” information. �ough 
natural languages and DNA base sequences are both specified, only nat-
ural language conveys meaning. If one defines “semantic information” as 
“subjectively meaningful information that is conveyed syntactically (as 
a string of phonemes or characters) and is understood by a conscious 
agent,” then clearly the information in DNA does not qualify as seman-
tic. Rather, the coding regions of DNA function in much the same way 
as a software program or machine code, directing operations within a 
complex material system via highly complex yet specified sequences of 
characters. As Richard Dawkins has noted, “�e machine code of the 
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genes is uncannily computer-like.”34 Or as software developer Bill Gates 
has noted, “DNA is like a computer program, but far, far more advanced 
than any software we’ve ever created.”35 Just as the specific arrangement 
of two symbols (0 and 1) in a software program can perform a function 
within a machine environment, so, too, can the precise sequencing of the 
four nucleotide bases in DNA perform a function within the cell.

Since the late 1950s, the concept of information as employed by mo-
lecular biologists has conjoined the notions of complexity (or improba-
bility) and specificity of function. �e crucial biomolecular constituents 
of living organisms possess not only Shannon or syntactic information 
but also “specified information” or “specified complexity.”36 Biological 
information so defined, therefore, constitutes a salient feature of living 
systems that any origin-of-life scenario must explain “the origin of.” Fur-
ther, as we will see below, all naturalistic chemical evolutionary theories 
have encountered difficulty explaining the origin of such functionally 
“specified” biological information.

F. Information as Metaphor: Nothing to Explain?
�ough most molecular biologists would see nothing controversial in 
characterizing DNA and proteins as “information-bearing” molecules, 
some historians and philosophers of biology have challenged that de-
scription. Before evaluating competing types of explanation for the ori-
gin of biological information, this challenge must be addressed. In 2000, 
the late historian of science Lily Kay characterized the application of 
information theory to biology as a failure, in particular because classical 
information theory could not capture the idea of meaning. She suggests, 
therefore, that the term information as used in biology constitutes noth-
ing more than a metaphor. Since, in Kay’s view, the term does not desig-
nate anything real, it follows that the origin of “biological information” 
does not require explanation. Instead, only the origin of the use of the 
term “information” within biology requires explanation. As a social con-
structivist, Kay explained this usage as the result of various social forces 
operating within the “Cold War Technoculture.”37 In a different but re-
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lated vein, Sarkar has argued that the concept of information has little 
theoretical significance in biology because it lacks predictive or explana-
tory power.38 He, like Kay, seems to regard the concept of information 
as a superfluous metaphor lacking empirical reference and ontological 
status.

Of course, insofar as the term “information” connotes semantic 
meaning, it does function as a metaphor within biology. �at does not 
mean, however, that the term functions only metaphorically or that 
origin-of-life biologists have nothing to explain. �ough information 
theory has a limited application in describing biological systems, it has 
succeeded in rendering quantitative assessments of the complexity of bio-
macromolecules. Further, experimental work established the functional 
specificity of the sequences of monomers in DNA and proteins. �us, 
the term “information” as used in biology does refer to two real and con-
tingent properties of living systems: complexity and specificity. Indeed, 
since scientists began to think seriously about what would be required 
to explain the phenomenon of heredity, they have recognized the need 
for some feature or substance in living organisms possessing precisely 
these two properties together. �us, Schrödinger envisioned an “aperi-
odic crystal”; Chargaff perceived DNA’s capacity for “complex sequenc-
ing”; Watson and Crick equated complex sequences with “information,” 
which Crick in turn equated with “specificity”; Monod equated irregular 
specificity in proteins with the need for “a code”; and Orgel characterized 
life as a “specified complexity.”39 Further, Davies has recently argued that 
the “specific randomness” of DNA base sequences constitutes the cen-
tral mystery surrounding the origin of life.40 Whatever the terminology, 
scientists have recognized the need for, and now know the location of, a 
source of complex specificity in the cell to transmit heredity and main-
tain biological function. �e incorrigibility of these descriptive concepts 
suggests that complexity and specificity constitute real properties of bio-
macromolecules—indeed, properties that could be otherwise, but only 
to the detriment of cellular life. As Orgel notes: “Living organisms are 
distinguished by their specified complexity. Crystals… fail to qualify as 
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living because they lack complexity; mixtures of random polymers fail to 
qualify because they lack specificity.”41

�e origin of specificity and complexity (in combination)‚ to which 
the term “information” in biology commonly refers, therefore does re-
quire explanation, even if the concept of information connotes only com-
plexity in classical information theory and even if it has no explanatory 
or predictive value in itself. Instead, as a descriptive (rather than as an 
explanatory or predictive) concept, the term “information” helps to de-
fine (either in conjunction with the notion of “specificity” or by subsum-
ing it) the effect that origin-of-life researchers must explain “the origin 
of.” �us, only where “information” connotes subjective meaning does it 
function as a metaphor in biology. Where it refers to an analog of mean-
ing, namely, functional specificity and complexity, it defines an essential 
feature of living systems.

II.
A. Naturalistic Explanations for the Origin of 
Specified Biological Information
�e discoveries of molecular biologists during the 1950s and 1960s 
raised the question of the ultimate origin of the specified complexity or 
specified information in both DNA and proteins. Since at least the mid-
1960s, many scientists have regarded the origin of information (so de-
fined) as the central question facing origin-of-life biology.42 Accordingly, 
origin-of-life researchers have proposed three broad types of naturalistic 
explanation to explain the origin of specified genetic information: those 
emphasizing chance, necessity, or the combination of the two.

B. Beyond the Reach of Chance
Perhaps the most common popular naturalistic view about the origin 
of life is that it happened exclusively by chance. A few serious scientists 
have also voiced support for this view, at least, at various points in their 
careers. In 1954, biochemist George Wald, for example, argued for the 
causal efficacy of chance in conjunction with vast expanses of time. As 
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he explained, “Time is in fact the hero of the plot… Given so much time, 
the impossible becomes possible, the possible probable, and the probable 
virtually certain.”43 Later, in 1968, Francis Crick would suggest that the 
origin of the genetic code—that is, the translation system—might be a 
“frozen accident.”44 Other theories have invoked chance as an explana-
tion for the origin of genetic information, though often in conjunction 
with prebiotic natural selection (see part C below).

Almost all serious origin-of-life researchers now consider “chance” 
an inadequate causal explanation for the origin of biological informa-
tion.45 Since molecular biologists began to appreciate the sequence 
specificity of proteins and nucleic acids in the 1950s and 1960s, many 
calculations have been made to determine the probability of formulat-
ing functional proteins and nucleic acids at random. Various methods 
of calculating probabilities have been offered by Morowitz, Hoyle and 
Wickramasinghe, Cairns-Smith, Prigogine, Yockey, and, more recently, 
Robert Sauer.46 For the sake of argument, these calculations have often 
assumed extremely favorable prebiotic conditions (whether realistic or 
not), much more time than was actually available on the early earth, and 
theoretically maximal reaction rates among constituent monomers (that 
is, the constituent parts of proteins, DNA, or RNA). Such calculations 
have invariably shown that the probability of obtaining functionally se-
quenced biomacromolecules at random is, in Prigogine’s words, “vanish-
ingly small… even on the scale of… billions of years.”47 As Cairns-Smith 
wrote in 1971: “Blind chance… is very limited. Low levels of cooperation 
[it] can produce exceedingly easily (the equivalent of letters and small 
words), but [it] becomes very quickly incompetent as the amount of or-
ganization increases. Very soon indeed long waiting periods and massive 
material resources become irrelevant.”48

Functioning proteins require amino acids that link up in function-
ally specified sequential arrangements, like the arrangements required 
in meaningful sentences. In some cases, changing even one amino acid 
at a given site results in the loss of protein function. Moreover, because 
there are twenty biologically occurring amino acids, the probability of 
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getting a specific amino acid at a given site is small—1/20. (Actually the 
probability is even lower because, in nature, there are also many non-
protein-forming amino acids.) On the assumption that each site in a pro-
tein chain requires a particular amino acid, the probability of attaining 
a particular protein 150 amino acids long would be (1/20)150 or roughly 
1 chance in 10195.

Molecular biologists have known for a while that most sites along the 
chain can tolerate several of the different twenty amino acids commonly 
found in proteins without destroying the function of the protein, though 
some cannot. �is raised an important question: How rare, or common, 
are the functional sequences of amino acids among all the possible se-
quences of amino acids in a chain of any given length? In the late 1980s, 
several important studies were conducted in the laboratory of MIT bio-
chemist, Robert Sauer, in order to investigate this question. His research 
team used a sampling technique known as “cassette mutagenesis” to de-
termine how much variance among amino acids can be tolerated at any 
given site in several proteins. So what did they find? �eir most clear-cut 
experiments49 seemed to indicate that, even taking the possibility of vari-
ance into account, the probability of achieving a functional sequence of 
amino acids in several known (roughly 100-residue) proteins at random 
is still “exceedingly small,” about 1 chance in 1063 (to put this in perspec-
tive, there are 1065 atoms in our galaxy).50 Using a variety of mutagenesis 
techniques, they and other scientists showed that proteins (and thus the 
genes that produce them) are highly specified relative to biological func-
tion.51 Earlier studies had shown that amino acid residues at many sites 
cannot vary without functional loss.52 Now Sauer and others had shown 
that even for sites that do admit some variance, not just any amino acid 
will do. Instead, they showed that functional requirements place signifi-
cant constraints on sequencing at sites where some variance is allowed. 
By quantifying that allowable variance, they made it possible to calculate 
the probability of finding a protein with a functional sequence among 
the larger ensemble of combinatorial possibilities.
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Further work in this area has been done by Douglas Axe. He asked 
a question similar to that which had motivated Sauer: “How rare, or 
common, are the amino acid sequences that produce the stable folds that 
make it possible for proteins to perform their biological functions?” �e 
results of his work were published in a series of papers between 1996 
and 2004.

�e results of a 2004 paper were particularly telling.53 Axe per-
formed a mutagenesis experiment, using his refined method, on a func-
tionally significant 150-amino-acid section of a protein called beta-lacta-
mase, an enzyme that confers antibiotic resistance upon bacteria. On the 
basis of his experiments, Axe was able to make a careful estimate of the 
ratio of (a) the number of 150-amino-acid sequences that could perform 
that function to (b) the whole set of possible amino acid sequences of this 
length. Based on his experiments, Axe estimated this ratio to be 1/1077.

�is was a staggering number, and it suggested that a random pro-
cess would have great difficulty generating a protein with that particu-
lar function by chance. But origin-of-life researchers didn’t just want to 
know the likelihood of finding a protein with a particular function with-
in a space of combinatorial possibilities. �ey wanted to know the odds 
of finding any functional protein whatsoever within such a space. �at 
number would make it possible to evaluate chance-based origin-of-life 
scenarios, by assessing the probability that a single protein—any working 
protein—would have arisen by chance on the early Earth.

Fortunately, Axe’s work provided this number as well. Axe knew 
that in nature proteins perform many specific functions. He also knew 
that in order to perform these functions their amino acid chains must 
first fold into stable three-dimensional structures. �us, before he esti-
mated the frequency of sequences performing a specific (beta-lactamase) 
function, he first performed experiments that enabled him to estimate 
the frequency of sequences that will produce stable folds. On the ba-
sis of his experimental results, he calculated the ratio of (a) the number 
of 150-amino-acid sequences capable of folding into stable “function-
ready” structures to (b) the whole set of possible amino acid sequences of 
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that length. He determined that ratio to be 1 in 1074. Axe’s ratio of 1 in 
1074 implied that a random process producing amino acid chains of this 
length would stumble onto a functional protein only about once in every 
1074 attempts.

Axe’s improved estimate of how rare functional proteins are within 
“sequence space” has now made it possible to calculate the probability 
that a 150-amino-acid compound assembled by random interactions in 
a prebiotic soup would be a functional protein. �is calculation can be 
made by multiplying three independent probabilities by one another: the 
probability of incorporating only peptide bonds (1 in 1045), the prob-
ability of incorporating only left-handed amino acids (1 in 1045) and the 
probability of achieving correct amino acid sequencing (using Axe’s 1 in 
1074 estimate). Making that calculation (multiplying the separate prob-
abilities by adding their exponents: 1045+45+74) gives a dramatic answer. 
�e odds of getting a functional protein of modest length (150 amino 
acids) by drawing a compound of that size from a prebiotic soup is no 
better than 1 chance in 10164. In other words, the probability of con-
structing a rather short functional protein at random becomes so small 
(no more than 1 chance in 10164) as to appear absurd on the chance hy-
pothesis.

Yet the probabilities, as small as they are, are not by themselves con-
clusive. One also has to consider the number of opportunities that the 
event in question might have had to occur. �at is, one has to take into 
account what William Dembski calls the probabilistic resources.

But what were those resources—how many opportunities did the 
necessary proteins or genes have to arise by chance? �e advocates of 
the chance hypothesis envisioned amino acids, or nucleotide bases, phos-
phates and sugars, knocking into each other in an ocean-sized soup until 
the correct arrangements of these building blocks arose by chance some-
where. Surely, they think, such an environment would have generated 
many opportunities for the assembly of functional proteins and DNA 
molecules. But how many? And were there enough such opportunities 
to render these otherwise exceedingly improbable events probable?
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In order to establish an upper bound on the probabilistic resources 
that might be available to produce functional proteins and DNA by 
chance,54 Dembski calculated the maximum number of events that could 
actually have taken place during the history of the observable universe.55

His calculation was elegantly simple and yet made a powerful point.
He noted that there were about 1080 elementary particles56 in the 

observable universe.57 He also noted that there had been roughly 1016

seconds since the Big Bang. He then introduced another parameter: the 
shortest time in which any physical event can occur. �is unit of time 
is the Planck time of 10-43 seconds. Since elementary particles can only 
interact with each other so many times per second (at most 1043 times), 
and since there are a limited number (1080) of elementary particles, and 
since there has been a limited amount of time since the Big Bang (1016

seconds), Dembski was able to calculate the total number of events that 
could have taken place in the observable universe since the origin of the 
universe. He obtained this number by simply multiplying the three rel-
evant factors together: the number of elementary particles (1080) times 
the number of seconds since the Big Bang (1016) times the number of 
possible interactions per second (1043). �e product, i.e., 10139, provided a 
measure of the probabilistic resources of the entire observable universe.58

Other mathematicians and scientists have made similar calculations.59

Recall Axe’s calculation that the probability of producing a single 
150-amino acid functional protein by chance stands at about 1 in 10164. 
�us, for each functional sequence of 150 amino acids, there are 10164 

other non-functional sequences of the same length. �erefore, to have 
a good (i.e., better than 50/50) chance of producing a single functional 
protein of this length by chance, a random process would have to gener-
ate (or sample) more than half of the 10164 non-functional sequences cor-
responding to each functional sequence of that length. Unfortunately, 
as we see from Dembski’s calculation, that number vastly exceeds the 
most optimistic estimate of the probabilistic resources of the universe, 
i.e., 10139.



436   / The Mystery of Life’s Origin

It seems, then, that what Mora said in 1963 still holds: “Statistical 
considerations, probability, complexity, etc., followed to their logical im-
plications suggest that the origin and continuance of life is not controlled 
by such principles. An admission of this is the use of a period of practi-
cally infinite time to obtain the derived result. Using such logic, however, 
we can prove anything.”60

C. Prebiotic Natural Selection: A Contradiction in 
Terms
Of course, even many early theories of chemical evolution did not rely 
exclusively on chance as a causal mechanism. For example, Oparin’s orig-
inal theory of evolutionary abiogenesis, first published in the 1920s and 
1930s, invoked prebiotic natural selection as a complement to chance 
interactions. Oparin’s theory envisioned a series of chemical reactions 
that he thought would enable a complex cell to assemble itself gradually 
and naturalistically from simple chemical precursors.

Developments in molecular biology during the 1950s cast doubt on 
Oparin’s scenario. Oparin originally invoked natural selection to explain 
how cells refined primitive metabolism once it had arisen. His scenario 
relied heavily on chance to explain the initial formation of the constitu-
ent biomacromolecules on which even primitive cellular metabolism 
would depend. Discovery during the 1950s of the extreme complex-
ity and specificity of such molecules undermined the plausibility of his 
claim. For that and other reasons, Oparin published a revised version 
of his theory in 1968 that envisioned a role for natural selection earlier 
in the process of abiogenesis. His new theory claimed that natural se-
lection acted on random polymers as they formed and changed within 
his coacervate protocells.61 As more complex and efficient molecules ac-
cumulated, they would have survived and reproduced more prolifically.

Even so, Oparin’s concept of prebiotic natural selection acting on 
initially unspecified biomacromolecules remained problematic. For one 
thing, it seemed to presuppose a preexisting mechanism of self-replica-
tion. Yet self-replication in all extant cells depends on functional and, 
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therefore, (to a high degree) sequence-specific proteins and nucleic acids. 
Yet the origin of specificity in these molecules is precisely what Oparin 
needed to explain. As Christian de Duve has stated, theories of prebiotic 
natural selection “need information which implies they have to presup-
pose what is to be explained in the first place.”62 Oparin attempted to 
circumvent the problem by claiming that the first polymers need not 
have been highly sequence-specific. But that claim raised doubts about 
whether an accurate mechanism of self-replication (and thus natural se-
lection) could have functioned at all.

�us, the need to explain the origin of specified information cre-
ated an intractable dilemma for Oparin. On the one hand, if he invoked 
natural selection late in his scenario, he would need to rely on chance 
alone to produce the highly complex and specified biomolecules neces-
sary to self-replication. On the other hand, if Oparin invoked natural 
selection earlier in the process of chemical evolution, before functional 
specificity in biomacromolecules would have arisen, he could give no ac-
count of how such prebiotic natural selection could even function. �us, 
Dobzhansky would insist that “prebiological natural selection is a con-
tradiction in terms.”63

Nevertheless, during the 1980s, Richard Dawkins and Bernd-Olaf 
Kuppers attempted to resuscitate prebiotic natural selection as an expla-
nation for the origin of biological information.64 Both accepted the futil-
ity of naked appeals to chance and invoke what Kuppers calls a “Dar-
winian optimization principle.” Both used computers to demonstrate 
the efficacy of prebiotic natural selection. In these computer simulations, 
a target sequence is selected, to represent a desired functional polymer. 
After creating a crop of randomly constructed sequences and generating 
variations among them at random, the computers select those sequences 
that match the target sequence most closely. �e computers then ampli-
fy the production of those sequences, eliminate the others (to simulate 
differential reproduction), and repeat the process. As Kuppers puts it, 
“Every mutant sequence that agrees one bit better with the meaningful 
or reference sequence… will be allowed to reproduce more rapidly.”65 In 
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his case, after a mere thirty-five generations, his computer succeeded in 
spelling his target sequence, “NATURAL SELECTION.”

Despite superficially impressive results, such “simulations” conceal 
an obvious flaw: Molecules in situ do not have a target sequence “in 
mind.” Nor will they confer any selective advantage on a cell, and thus 
differentially reproduce, until they combine in a functionally advanta-
geous arrangement. �us, nothing in nature corresponds to the role 
that the computer plays in selecting functionally non-advantageous se-
quences that happen to agree “one bit better” than others with a target 
sequence. �e sequence NORMAL ELECTION may agree more with 
NATURAL SELECTION than does the sequence MISTRESS DE-
FECTION, but neither of the two yields any advantage over the other in 
trying to communicate something about NATURAL SELECTION. If 
that is the goal, both are equally ineffectual. Even more to the point, a 
completely nonfunctional polypeptide would confer no selective advan-
tage on a hypothetical protocell, even if its sequence happened to agree 
“one bit better” with an unrealized target protein than some other non-
functional polypeptide.

Both Kuppers’s and Dawkins’s published results of their simulations 
show the early generations of variant phrases awash in nonfunctional 
gibberish.66 In Dawkins’s simulation, not a single functional English 
word appears until after the tenth iteration (unlike the more generous 
example above that starts with actual, albeit incorrect, words). To make 
distinctions on the basis of function among sequences that have no func-
tion is entirely unrealistic. Such determinations can be made only if con-
siderations of proximity to possible future function are allowed, but that 
requires foresight, which natural selection does not have. A computer, 
programmed by a human being, can perform such functions. To imply 
that molecules can do so as well illicitly personifies nature. �us, if these 
computer simulations demonstrate anything, they subtly demonstrate 
the need for intelligent agents to elect some options and exclude others; 
that is, to create information. In Signature in the Cell, I show that other, 
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more recent genetic algorithms such as Ev and Avida demonstrate this 
same need.67

D. Self-Organizational Scenarios
Because of the difficulties with chance-based theories, including those 
relying on prebiotic natural selection, most origin-of-life theorists after 
the mid-1960s attempted to address the problem of the origin of bio-
logical information in a completely different way. Researchers began to 
look for self-organizational laws and properties of chemical attraction 
that might explain the origin of the specified information in DNA and 
proteins. Rather than invoking chance, such theories invoked necessity. 
Given a limited number of broad explanatory categories, the inadequacy 
of chance (with or without prebiotic natural selection) has, in the minds 
of many researchers, left only one option. Christian de Duve articulates 
the logic: “A string of improbable events—drawing the same lottery 
number twice, or the same bridge hand twice in a row—does not happen 
naturally. All of which lead me to conclude that life is an obligatory man-
ifestation of matter, bound to arise where conditions are appropriate.”68

When origin-of-life biologists began considering the self-organiza-
tional perspective that de Duve describes, several researchers proposed 
that deterministic forces (stereochemical “necessity”) made the origin of 
life not just probable but inevitable. Some suggested that simple chemi-
cals possessed “self-ordering properties” capable of organizing the con-
stituent parts of proteins, DNA, and RNA into the specific arrange-
ments they now possess.69 Steinman and Cole, for example, suggested 
that differential bonding affinities or forces of chemical attraction be-
tween certain amino acids might account for the origin of the sequence 
specificity of proteins.70 Just as electrostatic forces draw sodium (Na+) 
and chloride (Cl-) ions together into highly ordered patterns within a 
crystal of salt (NaCl), so, too, might amino acids with special affinities 
for each other arrange themselves to form proteins. A discussion of oth-
er self-organization scenarios can be found in my book Signature in the 
Cell.71
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Figure 17-1. �e bonding relationship between the 
chemical constituents of the DNA molecule. 

Sugars (designated by the pentagons) and phosphates (designated by 
the circled Ps) are linked chemically. Nucleotide bases (A’s, T’s, G’s and 
C’s) are bonded to the sugar-phosphate backbones. Nucleotide bases are 
linked by hydrogen bonds (designated by dotted double or triple lines) 
across the double helix. But no chemical bonds exist between the nucleo-
tide bases along the message-bearing spine of the helix. 
Adapted by permission from an original drawing by Fred Hereen. Adaptation © 
2009 by Ray Braun.
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For many current origin-of-life scientists, self-organizational models 
now seem to offer the most promising approach to explaining the origin 
of specified biological information. Nevertheless, critics have called into 
question both the plausibility and the relevance of self-organizational 
models. Ironically, a prominent early advocate of self-organization, Dean 
Kenyon, later explicitly repudiated such theories as both incompatible 
with empirical findings and theoretically incoherent.72 Kenyon voiced 
his doubts in his Foreword to �e Mystery of Life’s Origin, reprinted ear-
lier in this volume.

It is true that empirical studies have shown that some differential af-
finities do exist between various amino acids; that is, certain amino acids 
do form linkages more readily with some amino acids than with others.73

Nevertheless, such differences do not correlate to actual sequences in 
large classes of known proteins.74 In short, differing chemical affinities 
do not explain the multiplicity of amino acid sequences existing in natu-
rally occurring proteins or the sequential arrangement of amino acids in 
any particular protein.

In the case of DNA, this point can be made more dramatically. Fig-
ure 17-1 shows that the structure of DNA depends on several chemi-
cal bonds. �ere are bonds, for example, between the sugar and the 
phosphate molecules forming the two twisting backbones of the DNA 
molecule. �ere are bonds fixing individual (nucleotide) bases to the 
sugar-phosphate backbones on each side of the molecule. �ere are also 
hydrogen bonds stretching horizontally across the molecule between 
nucleotide bases, making so-called complementary pairs. �e individu-
ally weak hydrogen bonds, which in concert hold two complementary 
copies of the DNA message text together, make replication of the genetic 
instructions possible. It is important to note, however, that there are no 
chemical bonds between the bases along the longitudinal axis in the cen-
ter of the helix. Yet it is precisely along this axis of the DNA molecule 
that the genetic information is stored.

Just as magnetic letters can be combined and recombined in any way 
to form various sequences on a metal surface, so, too, can each of the four 
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bases (A, T, G, and C) attach to any site on the DNA backbone with 
equal facility, making all sequences equally probable (or improbable). In-
deed, there are no significant differential affinities between any of the 
four bases and the binding sites along the sugar-phosphate backbone. 
�e same type of N-glycosidic bond occurs between the base and the 
backbone regardless of which base attaches. All four bases are accept-
able; none is chemically favored. As Kuppers has noted, “�e properties 
of nucleic acids indicate that all the combinatorially possible nucleotide 
patterns of a DNA are, from a chemical point of view, equivalent.”75

�us, “self-organizing” bonding affinities cannot explain the se-
quentially specific arrangement of nucleotide bases in DNA because (1) 
there are no bonds between bases along the information-bearing axis 
of the molecule, and (2) there are no differential affinities between the 
backbone and the specific bases that could account for variations in se-
quence. And because the same holds for RNA molecules, researchers 
who speculate that life began in an RNA world have also failed to solve 
the sequence specificity problem—that is, the problem of explaining 
how information in functioning RNA molecules could have arisen in 
the first place.

For those who want to explain the origin of life as the result of self-
organizing properties intrinsic to the material constituents of living sys-
tems, these rather elementary facts of molecular biology have decisive 
implications. �e most obvious place to look for self-organizing prop-
erties to explain the origin of genetic information is in the constituent 
parts of the molecules that carry that information. But biochemistry 
and molecular biology make clear that forces of attraction between the 
constituents in DNA, RNA, and proteins do not explain the sequence 
specificity of these large, information-bearing biomolecules.

�e properties of the monomers constituting nucleic acids and pro-
teins simply do not make a particular gene, let alone life as we know 
it, inevitable. Imagine a pool of all four DNA bases and all necessary 
sugars and phosphates; would any particular genetic sequence inevitably 
arise? Given all necessary monomers, would any particular functional 
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protein or gene, let alone a specific genetic code, replication system, or 
signal transduction circuitry, inevitably arise? Clearly not. Yet de Duve 
has claimed that “the processes that generated life” were “highly deter-
ministic,” making life as we know it “inevitable” given “the conditions 
that existed on the prebiotic earth.”76

In the parlance of origin-of-life research, monomers are “building 
blocks,” and building blocks can be arranged and rearranged in innu-
merable ways. �e properties of stone blocks do not determine their 
own arrangement in the construction of buildings. Similarly, the prop-
erties of biological building blocks do not determine the arrangement of 
functional polymers. Instead, the chemical properties of the monomers 
allow a vast ensemble of possible configurations, the overwhelming ma-
jority of which have no biological function whatsoever. Functional genes 
or proteins are no more inevitable, given the properties of their “building 
blocks,” than, for example, the Palace of Versailles was inevitable, given 
the properties of the stone blocks that were used to construct it.

Significantly, information theory makes clear that there is a good 
reason for this. If chemical affinities between the constituents in the 
DNA determined the arrangement of the bases, such affinities would 
dramatically diminish the capacity of DNA to carry information. Recall 
that classical information theory equates the reduction of uncertainty 
with the transmission of information, whether specified or unspecified. 
�e transmission of information, therefore, requires physical-chemical 
contingency. As Robert Stalnaker has noted, “[information] content 
requires contingency.”77 If, therefore, forces of chemical necessity com-
pletely determine the arrangement of constituents in a system, that ar-
rangement will not exhibit complexity or convey information.

Consider, for example, what would happen if the individual nucleo-
tide bases (A, C, G, and T) in the DNA molecule did interact by chemi-
cal necessity (along the information-bearing axis of DNA). Suppose that 
every time adenine (A) occurred in a growing genetic sequence, it at-
tracted cytosine (C) to it.78 Suppose every time guanine (G) appeared, 
thymine (T) followed. If this were the case, the longitudinal axis of 
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DNA would be peppered with repetitive sequences in which C followed 
A and T followed G. Rather than a genetic molecule capable of virtu-
ally unlimited novelty and characterized by unpredictable and aperiodic 
sequences, DNA would contain sequences awash in repetition or redun-
dancy—much like the arrangement of atoms in crystals. In a crystal, the 
forces of mutual chemical attraction do determine, to a very consider-
able extent, the sequential arrangement of its constituent parts. Hence, 
sequencing in crystals is highly ordered and repetitive but neither com-
plex nor informative. In DNA, however, where any nucleotide can follow 
any other, a vast array of novel sequences is possible, corresponding to a 
multiplicity of possible amino acid sequences and protein functions.

�e forces of chemical necessity produce redundancy (roughly, law- 
or rule-generated repetition) or monotonous order but reduce the capac-
ity to convey information and express novelty. �us, as chemist Michael 
Polanyi noted:

Suppose that the actual structure of a DNA molecule were due to the 
fact that the bindings of its bases were much stronger than the bind-
ings would be for any other distribution of bases, then such a DNA 
molecule would have no information content. Its code-like character 
would be effaced by an overwhelming redundancy… Whatever may be 
the origin of a DNA configuration, it can function as a code only if its 
order is not due to the forces of potential energy. It must be as physically 
indeterminate as the sequence of words is on a printed page [emphasis 
added].79

Bonding affinities, to the extent they exist, inhibit the maximization 
of information because they determine that specific outcomes will fol-
low specific conditions with high probability.80 Yet information-carrying 
capacity is maximized when just the opposite situation obtains, namely, 
when antecedent conditions allow many improbable outcomes. Chemi-
cal affinities do not generate complex sequences. �us, they cannot be 
invoked to explain the origin of information, whether specified or oth-
erwise.
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A tendency to conflate the qualitative distinctions between “order” 
and “complexity” has characterized self-organizational scenarios—
whether those that invoke internal properties of chemical attraction or 
an external organizing force or source of energy. �at tendency calls into 
question the relevance of these scenarios of the origin of life. What needs 
explaining in biology is not the origin of order (defined as symmetry or 
repetition) but of specified information—the highly complex, aperiod-
ic, and specified sequences that make biological function possible. As 
Yockey warns: “Attempts to relate the idea of order… with biological 
organization or specificity must be regarded as a play on words that can-
not stand careful scrutiny.”81

In the face of these difficulties, some self-organizational theorists 
have claimed that we must await the discovery of new natural laws to ex-
plain the origin of biological information. As Manfred Eigen has argued, 
“our task is to find an algorithm, a natural law, that leads to the origin 
of information.”82 Such a suggestion betrays confusion on two counts. 
First, scientific laws don’t generally produce or cause natural phenomena, 
they describe them. For example, Newton’s law of gravitation described, 
but did not cause or explain, the attraction between planetary bodies. 
Second, laws necessarily describe highly deterministic or predictable 
relationships between antecedent conditions and consequent events. 
Laws describe highly repetitive patterns in which the probability of each 
successive event (given the previous event) approaches unity. Yet infor-
mation sequences are complex, not repetitive—information mounts as 
improbabilities multiply. �us, to say that scientific laws can produce 
information is essentially a contradiction in terms. Instead, scientific 
laws describe (almost by definition) highly predictable and regular phe-
nomena—that is, redundant order, not complexity (whether specified or 
otherwise).

One could argue that we might someday discover a very particular 
configuration of initial conditions that routinely generates high informa-
tional states. Yet the statement of this hypothetical seems itself to beg 
the question of the ultimate origin of information, since “a very particu-
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lar set of initial conditions” sounds precisely like an information-rich—a 
highly complex and specified—state. In any case, everything we know 
experientially suggests that the amount of specified information present 
in a set of antecedent conditions necessarily equals or exceeds that of any 
system produced from those conditions.

E. �e RNA World Scenario and the Displacement of 
the Information Problem
In addition to the general categories of explanation already examined, 
origin-of-life researchers have proposed many more specific scenarios, 
each emphasizing random variations (chance), self-organizational laws 
(necessity), or both. Some of those scenarios purport to address the in-
formation problem; others attempt to bypass it altogether. Yet on clos-
er examination, even scenarios that appear to alleviate the problem of 
the origin of specified biological information merely shift the problem 
elsewhere. Genetic algorithms can “solve” the information problem, but 
only if programmers provide informative target sequences and selection 
criteria. Simulation experiments can produce biologically relevant pre-
cursors and sequences, but only if experimentalists manipulate initial 
conditions or select and guide outcomes—that is, only if they add in-
formation themselves. As discussed in detail in my book Signature in the 
Cell, origin-of-life theories can leapfrog the problem altogether, but only 
by presupposing the presence of information in some other preexisting 
form.83

For example, some have claimed that the RNA-world scenario offers 
a promising approach to the origin-of-life problem and with it, presum-
ably, the problem of the origin of the first genetic information. �e RNA 
world was proposed as an explanation for the origin of the interdepen-
dence of nucleic acids and proteins in the cell’s information-processing 
system. In extant cells, building proteins requires genetic information 
from DNA, but information in DNA cannot be processed without 
many specific proteins and protein complexes. �is poses a chicken-or-
egg problem. �e discovery that RNA (a nucleic acid) possesses some 
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limited catalytic properties similar to those of proteins suggested a way 
to solve that problem. “RNA-first” advocates proposed an early state in 
which RNA performed both the enzymatic functions of modern pro-
teins and the information-storage function of modern DNA, thus alleg-
edly making the interdependence of DNA and proteins unnecessary in 
the earliest living system.

Nevertheless, many fundamental difficulties with the RNA-world 
scenario have emerged. First, synthesizing (and/or maintaining) many 
essential building blocks of the RNA molecules under realistic condi-
tions has proven either difficult or impossible.84 Further, the chemical 
conditions required for the synthesis of ribose sugars are decidedly in-
compatible with the conditions required for synthesizing nucleotide bas-
es.85 Yet both are necessary constituents of RNA. Second, naturally oc-
curring RNA possesses very few of the specific enzymatic properties of 
proteins necessary to extant cells. In fact, RNA catalysts do not function 
as true enzyme catalysts. Enzymes are capable of coupling energetically 
favorable and unfavorable reactions together. RNA catalysts, so-called 
“ribozymes,” are not. �ird, RNA-world advocates offer no plausible 
explanation for the transitions from (1) RNA-based RNA synthesis to 
(2) RNA-based protein synthesis to (3) the modern DNA, RNA and 
protein-based protein synthesis translation system used in cells today.86

Fourth, attempts to enhance the limited catalytic properties of RNA 
molecules in so-called ribozyme engineering experiments have inevita-
bly required extensive investigator manipulation, thus simulating, if any-
thing, the need for intelligent design, not the efficacy of an undirected 
chemical evolutionary process.87

Most importantly for our present considerations, the RNA-world 
hypothesis presupposes, but does not explain, the origin of sequence 
specificity or information in the original functional RNA molecules. 
As noted, the RNA-world scenario was proposed as an explanation for 
the functional interdependence problem, not the information problem. 
Even so, some RNA-world advocates seem to envision leapfrogging the 
sequence-specificity problem. �ey imagine oligomers of RNA aris-
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ing by chance on the prebiotic earth and then later acquiring an ability 
to polymerize copies of themselves—that is, to self-replicate. In such a 
scenario, the capacity to self-replicate would favor the survival of those 
RNA molecules that could do so and would thus favor the specific se-
quences that the first self-replicating molecules happened to have. �us, 
sequences that originally arose by chance would subsequently acquire a 
functional significance as “an accidental choice remembered.”

�is suggestion, however, merely shifts the information problem 
out of view. To date, scientists have been able to design RNA catalysts 
that will copy only about 10% of themselves.88 For strands of RNA to 
perform even this limited replicase (self-replication) function, they must, 
like proteins, have very specific arrangements of constituent building 
blocks (nucleotides in the RNA case). Further, the strands must be long 
enough to fold into complex three-dimensional shapes (to form so-called 
tertiary structures). �us, any RNA molecule capable of even limited 
replicase function must have possessed considerable (specified) informa-
tion89—information that, in the case of actual (partial) RNA replicators 
was produced by intelligent “ribozyme engineers.”

Indeed, explaining how the building blocks of RNA arranged them-
selves into functionally specified sequences in a prebiotic environment 
has proven no easier than explaining how the constituent parts of DNA 
might have done so, especially given the high probability of destructive 
cross-reactions between desirable and undesirable molecules in any re-
alistic pre-biotic soup. As de Duve noted in a critique of the RNA-world 
hypothesis, “hitching the components together in the right manner rais-
es additional problems of such magnitude that no one has yet attempted 
to do so in a prebiotic context.”90

Recently some have claimed that a scientific study by chemists Mat-
thew Powner, Béatrice Gerland, and John Sutherland of the University 
of Manchester91 has rendered the RNA scenario “eminently plausible,”92

as Stephen Fletcher, a chemist from the University of Loughborough, 
has put it. Starting with several simple chemical compounds, Powner 
and his colleagues successfully synthesized a pyrimidine ribonucleotide, 
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one of the two types of the four bases of the RNA molecule. (Of the 
four information-carrying nucleotide bases in DNA and RNA, chem-
ists classify two as “pyrimidines” and two as “purines” due to differences 
in chemical structure.)

Nevertheless,  this work did nothing to address the much more 
acute problem of explaining how the nucleotide bases in DNA or RNA 
acquired their specific information-rich arrangements. In effect, the 
Powner study putatively explains the origin of two of the “letters” in the 
genetic text, but not the specific arrangements of the four different “let-
ters” into functional genetic “words” or “sentences.”

Moreover, Powner and his colleagues only partially addressed the 
problem of generating the constituent building blocks of RNA under 
plausible pre-biotic conditions. �e weakness in their demonstration, 
ironically, was their own skillful intervention. To ensure a biologically 
relevant outcome, they had to intervene—repeatedly and intelligently—
in their experiment: first, by selecting only the “right-handed” versions 
of sugar that life requires (sugars, like amino acids, come in two mirror-
image chemical structures called isomers); second, by purifying their re-
action products at each step to prevent interfering cross-reactions; and 
third, by following a precise procedure in which they carefully selected 
chemically purified reagents and then choreographed the order in which 
those reagents were introduced into the reaction series. As my colleague 
David Berlinski pointed out, “�ey began with what they needed and 
purified what they got until they got what they wanted.”

�us, not only did this study not address the problem of getting 
nucleotide bases to arrange themselves into functionally specified se-
quences, but the extent to which it did succeed in producing biologically 
relevant chemical constituents of RNA actually illustrates the indis-
pensable role of intelligence in generating such chemistry.

Proponents of chemical evolution have also cited the more recent 
work of Tracey Lincoln and Gerald Joyce,93 who have ostensibly estab-
lished the capacity of RNA to self-replicate as a way of demonstrating 
the plausibility of the RNA World. Nevertheless, their “self-replicating” 
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RNA molecules could not copy a template of genetic information from 
free-standing nucleotides as protein machines (called polymerases) do in 
actual cells. Instead, in the experiment, a pre-synthesized specifically se-
quenced RNA molecule merely catalyzed a single chemical bond, fusing 
together two other pre-synthesized partial RNA chains. �eir version 
of “self-replication,” therefore, amounted to nothing more than joining 
two sequence-specific pre-made halves together.

More significantly, Lincoln and Joyce themselves intelligently ar-
ranged the base sequences in these RNA chains. �ey generated the se-
quence-specific functional information that made even this limited form 
of “self-replication” possible. �us, the experiment not only demonstrat-
ed that even a limited capacity for RNA self-replication depends upon 
information-rich RNA molecules, it also lent inadvertent support to the 
idea that intelligence is necessary to produce such functionally specified 
information. �e Lincoln and Joyce experiment illustrates a well-known 
problem in origin-of-life research known as “investigator interference,” 
wherein the “success” of the experiment invariably and crucially depends 
on the intervention, guidance, or choreography of intelligent chemists do-
ing the organic synthesis experiments.

III.
A. �e Return of the Design Hypothesis
If attempts to solve the information problem only relocate it, and if nei-
ther chance nor physical-chemical necessity, nor the two acting in com-
bination, explains the ultimate origin of specified biological information, 
what does? Do we know of any entity that has the causal powers to cre-
ate large amounts of specified information? We do. As Henry Quastler 
recognized, “creation of new information is habitually associated with 
conscious activity.”94

Indeed, experience affirms that functionally specified information 
routinely arises from the activity of intelligent agents. A computer user 
who traces the information on a screen back to its source invariably 
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comes to a mind, that of a software engineer or programmer. Similarly, 
the information in a book or newspaper column ultimately derives from 
a writer—from a mental, rather than a strictly material, cause.

But could this intuitive connection between information and the 
prior activity of a designing intelligence justify a rigorous scientific ar-
gument for intelligent design? I first began to consider this possibility 
during my PhD research at Cambridge University in the late 1980s, af-
ter reading �e Mystery of Life’s Origin and extensive discussions with 
Charles �axton during my last year in Dallas before leaving for Eng-
land. During my PhD work, I began to examine how scientists investi-
gating origins events developed and evaluated their hypotheses and argu-
ments. Specifically, I examined the method of reasoning that historical 
scientists use to identify causes responsible for events in the remote past.

I discovered that historical scientists often make inferences with a 
distinctive logical form (known technically as abductive inferences).95 Pa-
leontologists, evolutionary biologists, and other historical scientists rea-
son like detectives and infer past conditions or causes from present clues. 
As Stephen Jay Gould notes, historical scientists typically “infer history 
from its results.”96

Nevertheless, as many philosophers have noted, there is a problem 
with this kind of historical reasoning, namely, there is often more than 
one cause that can explain the same effect. �is makes reasoning from 
present clues (circumstantial evidence) tricky because the evidence can 
point to more than one causal explanation or hypothesis. To address this 
problem in geology, the nineteenth-century geologist �omas Chamber-
lain delineated a method of reasoning he called “the method of multiple 
working hypotheses.”97

Contemporary philosophers of science such as Peter Lipton have 
called this the method of “inference to the best explanation.”98 �at is, 
when trying to explain the origin of an event or structure from the past, 
scientists often compare various hypotheses to see which would, if true, 
best explain it. �ey then provisionally affirm the hypothesis that best 
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explains the data as the one that is most likely to be true. But that raises 
an important question: Exactly what makes an explanation best?

As it happens, historical scientists have developed criteria for decid-
ing which cause, among a group of competing possible causes, provides 
the best explanation for some event in the remote past. �e most impor-
tant of these criteria is called “causal adequacy.” �is criterion requires 
that historical scientists, as a condition of a successful explanation, 
identify causes that are known to have the power to produce the kind 
of effect, feature or event that requires explanation. In making these de-
terminations, historical scientists evaluate hypotheses against their pres-
ent knowledge of cause and effect. Causes that are known to produce 
the effect in question are judged to be better candidates than those that 
are not. For instance, a volcanic eruption provides a better explanation 
for an ash layer in the earth than an earthquake because eruptions have 
been observed to produce ash layers, whereas earthquakes have not.

One of the first scientists to develop this principle was the geologist 
Charles Lyell who also influenced Charles Darwin. Darwin read Lyell’s 
magnum opus, �e Principles of Geology, on the voyage of the Beagle and 
employed its principles of reasoning in �e Origin of Species. �e subtitle 
of Lyell’s Principles summarized the geologist’s central methodological 
principle: Being an Attempt to Explain the Former Changes of the Earth’s 
Surface, by Reference to Causes Now in Operation.99 Lyell argued that 
when scientists seek to explain events in the past, they should not invoke 
unknown or exotic causes, the effects of which we do not know. Instead 
they should cite causes that are known from our uniform experience to 
have the power to produce the effect in question. Historical scientists 
should cite “causes now in operation” or presently acting causes. �is 
was the idea behind his uniformitarian principle and the dictum: “�e 
present is the key to the past.” According to Lyell, our present experi-
ence of cause and effect should guide our reasoning about the causes of 
past events. Darwin himself adopted this methodological principle as he 
sought to demonstrate that natural selection qualified as a vera causa, 
that is, a true, known, or actual cause of significant biological change. He 
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sought to show that natural selection was “causally adequate” to produce 
the effects he was trying to explain.100

Both philosophers of science and leading historical scientists have 
emphasized causal adequacy as the key criterion by which competing 
hypotheses are adjudicated. But philosophers of science also have noted 
that assessments of explanatory power lead to conclusive inferences only 
when it can be shown that there is only one known cause for the effect or 
evidence in question. Philosophers of science Michael Scriven and Elliot 
Sober, for example, have pointed out that historical scientists can make 
inferences about the past with confidence when they discover evidence 
or artifacts for which there is only one cause known to be capable of 
producing them.101 Indeed, when scientists can infer a uniquely plausible 
cause, they can avoid the fallacy of affirming the consequent and the er-
ror of ignoring other possible causes with the power to produce the same 
effect.102

B. Intelligent Design as the Best Explanation?
What did all this have to do with the origin of the information necessary 
to produce the first life? As a PhD student I wondered if a case for an 
intelligent cause could be formulated and justified in the same way that 
historical scientists would justify any other causal claim about an event 
in the past. My study of historical scientific reasoning and origin-of-life 
research suggested to me that it was possible to formulate a rigorous sci-
entific case for intelligent design as an inference to the best explanation, 
specifically, as the best explanation for the origin of biological informa-
tion. �e action of a conscious and intelligent agent clearly represents 
a known (presently acting) and adequate cause for the origin of infor-
mation. Uniform and repeated experience affirms that intelligent agents 
produce information-rich systems, whether software programs, ancient 
inscriptions, or Shakespearean sonnets. Minds are clearly capable of 
generating functionally specified information.

Further, the functionally specified information in the cell also points 
to intelligent design as the best explanation for the ultimate origin of 
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biological information. Why? Experience shows that large amounts103

of such information (especially when digitally or alphabetically en-
coded) invariably originate from an intelligent source—from a mind or 
a personal agent. In other words, intelligent activity is the only known 
cause of the origin of functionally specified information (at least, start-
ing from a non-living source, that is, from purely physical or chemical 
antecedents).104 Since intelligence is the only known cause of specified 
information in such a context, the presence of functionally specified in-
formation sequences in even the simplest living systems points definitely 
to the past existence and activity of a designing intelligence.

Notice also that one can detect (or retrodict) the past action of a 
designing intelligence from an information-rich effect even if the cause 
itself cannot be directly observed.105 For example, the information-rich 
inscriptions in the famed Rosetta Stone clearly allow archeologists to 
infer the activity of intelligent scribes even if they did not see such agents 
chisel the letters and hierogylphs into the stone. Similarly, the specified 
and complex arrangements of nucleotide bases in DNA imply the past 
action of intelligence, even if such activity cannot be directly observed.

Ironically, the generalization that intelligence is the only known 
cause of specified complexity or information (at least, starting from a 
nonbiological source) has received support from origin-of-life research 
itself. During the last fifty years, every naturalistic model proposed has 
failed to explain the origin of the specified genetic information required 
to build a living cell.106 Instead, attempts to solve the origin-of-life prob-
lem with pre-biotic simulation experiments and computer simulations 
have invariably required inputs of functional information from intelli-
gent agents, further confirming intelligence as the only known or “pres-
ently acting” cause of the origin of functionally specified information.

When I first noticed the subtitle of Lyell’s book, referring us to 
“causes now in operation,” a light came on for me. I immediately asked 
myself a question: “What causes ‘now in operation’ produce digital code 
or specified information?” Is there a known cause—a vera causa—of the 
origin of such information? What does our uniform experience tell us? 
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As I thought about this further, it occurred to me that by Lyell’s and 
Darwin’s own rule of reasoning and test of a sound scientific explana-
tion, intelligent design must qualify as the currently best scientific expla-
nation for the origin of biological information. Why? Because we have 
independent evidence—“uniform experience”—that intelligent agents 
are capable of producing specified information and, as origin-of-life re-
search itself has helped to demonstrate, we know of no other cause ca-
pable of producing functional or specified information starting from a 
purely physical or chemical state.

Scientists in many fields recognize the connection between intelli-
gence and specified information and make inferences accordingly. An-
thropologists establish the intelligence of early hominids from chipped 
flints that are too improbably specified in form (and function) to have 
been produced by natural causes; NASA’s search for extraterrestrial in-
telligence (SETI) presupposes that any information embedded in elec-
tromagnetic signals coming from space would indicate an intelligent 
source.107 Astronomers have not found such information-rich signals 
coming from space, but closer to home, molecular biologists have identi-
fied information-rich sequences and systems in the cell, suggesting, by 
the same logic, an intelligent cause for those effects.

Indeed, our uniform experience affirms that specified informa-
tion—whether inscribed in hieroglyphs, written in a book, encoded in 
a terrestrial radio signal, or produced in an RNA-world “ribozyme en-
gineering” experiment—always arises from an intelligent source, from a 
mind and not a strictly material process. So the discovery of the func-
tionally specified digital information in DNA and RNA provides strong 
grounds for inferring that intelligence played a role in the origin of these 
molecules. Whenever we find specified information and we know the 
causal story of how that information arose, we always find that it arose 
from an intelligent source. It follows that the best, most likely expla-
nation for the origin of the specified, digitally encoded information in 
DNA and RNA is that it too had an intelligent source. Intelligent design 
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best explains the specified genetic information necessary to produce the 
first living cell.

C. Argument from Ignorance? Or an Inference to the 
Best Explanation?
Objectors charge that this design argument constitutes an argument 
from ignorance. �ey say that design advocates use our present igno-
rance of any sufficient materialistic cause of specified information as the 
sole basis for inferring an intelligent cause of the information present in 
the cell. Since we don’t yet know how specified biological information 
could have arisen, we invoke the mysterious notion of intelligent design. 
On this view, intelligent design functions not as an explanation but as a 
placeholder for ignorance.

My response is that arguments from ignorance occur when evidence 
against a proposition X is offered as the sole (and conclusive) grounds 
for accepting some alternative proposition Y. �e inference to design as 
sketched above (see part III, sections A and B) does not commit this 
fallacy.

True, the previous part of this chapter (see part II, sections A–E) 
argued that at present all types of natural causes and mechanisms fail 
to account for the origin of biological information from a prebiotic state. 
And clearly, this lack of knowledge of any adequate natural cause does 
provide part of the grounds for inferring design from information in the 
cell; but our “ignorance” of any sufficient natural cause is only part of the 
basis for inferring design. We also know that intelligent agents can and 
do produce information-rich systems: we have positive experience-based 
knowledge of an alternative cause that is sufficient, namely, intelligence 
or “conscious activity.”

For this reason, the design inference defended here does not con-
stitute an argument from ignorance but an inference to the best expla-
nation.108 Inferences to the best explanation do not assert the adequacy 
of one causal explanation merely on the basis of the inadequacy of some 
other causal explanation. Instead, they compare the explanatory power 
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of many competing hypotheses to determine which hypothesis would, 
if true, provide the best explanation for some set of relevant data based 
upon our knowledge of the causal powers of competing explanatory en-
tities.109

�is chapter has followed precisely this method to make a case 
for intelligent design as the best explanation for the origin of biologi-
cal information. It has evaluated and compared the causal efficacy of 
four broad categories of explanation—chance, necessity, the combina-
tion of those two, and intelligent design—with respect to their ability 
to produce large amounts of specified complexity or information. As we 
have seen, neither scenarios based on chance nor those based on neces-
sity (nor those that combine the two) can explain the origin of speci-
fied biological information in a prebiotic context. �at result comports 
with our uniform human experience. Natural processes do not produce 
information-rich structures starting from purely physical or chemical 
antecedents. Nor does matter, whether acting at random or under the 
force of physical-chemical necessity, arrange itself into complex, infor-
mation-rich sequences.

On the other hand, we know from experience that conscious intel-
ligent agents can create informational sequences and systems. To quote 
Quastler, “creation of new information is habitually associated with 
conscious activity.”110 Further, experience teaches that whenever large 
amounts of specified complexity or information are present in an artifact 
or entity whose causal story is known, invariably creative intelligence—
intelligent design—played a causal role in the origin of that entity. �us, 
when we encounter such information in the biomacromolecules neces-
sary to life, we may infer—based on our knowledge (not our ignorance) 
of established cause-effect relationships—that an intelligent cause op-
erated in the past to produce the specified complexity or information 
necessary to the origin of life.

Insofar as the inference to design depends on present knowledge 
of the demonstrated causal powers of natural entities and intelligent 
agency, it no more constitutes an argument from ignorance than any 
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other well-grounded inference in geology, archaeology, or paleontol-
ogy—where present knowledge of cause-effect relationships guides the 
inferences that scientists make about the causal past.

Some objectors would characterize the design inference presented 
here as invalid or unscientific because it depends on a negative general-
ization—i.e., “purely physical and chemical causes do not generate large 
amounts of specified information”—which future discoveries may later 
falsify. We should “never say never,” they say.

Yet science often says “never,” even if it can’t say so for sure. Negative 
or proscriptive generalizations often play an important role in science. 
As many scientists and philosophers of science have pointed out, sci-
entific laws often tell us not only what does happen but also what does 
not happen.111 �e conservation laws in thermodynamics, for example, 
proscribe certain outcomes. �e first law tells us that energy is never cre-
ated or destroyed. �e second tells us that the entropy of a closed system 
will never decrease over time. �ose who claim that such “proscriptive 
laws” do not constitute knowledge, because they are based on past but 
not future experience, will not get very far if they try to use their skepti-
cism to justify funding for research on, say, perpetual motion machines.

Further, without proscriptive generalizations, without knowledge 
about what various possible causes cannot or do not produce, historical 
scientists could not make determinations about the past. Reconstructing 
the past requires making abductive inferences from present effects back 
to past causal events.112 Making such inferences requires a progressive 
elimination of competing causal hypotheses. Deciding which causes can 
be eliminated from consideration requires knowing what effects a given 
cause can—and cannot—produce. If historical scientists could never say 
that particular entities lack particular causal powers, they could never 
eliminate them, even provisionally, from consideration. �us, they could 
never infer that a specific cause had acted in the past. Yet historical and 
forensic scientists make such inferences all the time, without worrying 
about committing fallacious arguments from ignorance. And for good 
reason. A vast amount of human experience shows that intelligent agents 
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have unique causal powers that matter (especially nonliving matter) does 
not. When we observe features or effects that we know from experience 
only agents produce, we rightly infer the prior activity of intelligence.

To determine the best explanation, scientists do not need to say 
“never” with absolute certainty. �ey need only say that a postulated 
cause is best, given what we know at present about the demonstrated 
causal powers of competing entities or agencies. �at cause C can pro-
duce effect E makes it a better explanation of E than some cause D that 
has never produced E (especially if D seems incapable of doing so on 
theoretical grounds), even if D might later demonstrate causal powers of 
which we are presently ignorant.113

�us, the objection that the design inference constitutes an argu-
ment from ignorance reduces in essence to a restatement of the problem 
of induction. Yet one could make the same objection against any scientif-
ic law or explanation or against any historical inference that takes pres-
ent, but not future, knowledge of natural laws and causal powers into 
account. Our knowledge of what can and cannot produce large amounts 
of specified information may later have to be revised, but so might the 
laws of thermodynamics. Inferences to design may later prove incorrect, 
as may other inferences implicating various natural causes. Such pos-
sibilities do not stop scientists from making generalizations about the 
causal powers of various entities or from using those generalizations to 
identify probable or most plausible causes in particular cases.

D. But Is It Science?
Of course, many simply refuse to consider the design hypothesis on 
grounds that it does not qualify as “scientific.” Such critics affirm an ex-
tra-evidential principle known as methodological naturalism.114 Meth-
odological naturalism asserts that, as a matter of definition, for a hy-
pothesis, theory, or explanation to qualify as “scientific,” it must invoke 
only naturalistic or materialistic entities. On that definition, critics say, 
the intelligent design hypothesis does not qualify. Yet, even if one grants 
this definition, it does not follow that some nonscientific (as defined by 
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methodological naturalism) or metaphysical hypothesis may not con-
stitute a better, more causally adequate, explanation. �is chapter has 
argued that, whatever its classification, the design hypothesis does con-
stitute a better explanation than its materialistic or naturalistic rivals for 
the origin of specified biological information. Surely, simply classifying 
an argument as metaphysical does not refute it.

In any case, methodological naturalism now lacks justification as a 
normative definition of science. First, attempts to justify methodological 
naturalism by reference to metaphysically neutral (that is, non-question-
begging) demarcation criteria have failed.115 Second, to assert method-
ological naturalism as a normative principle for all of science has a nega-
tive effect on the practice of certain scientific disciplines, especially the 
historical sciences. In origin-of-life research, for example, methodologi-
cal naturalism artificially restricts inquiry and prevents scientists from 
seeking some hypotheses that might provide the best, most causally ad-
equate explanations. To be a truth-seeking endeavor, the question that 
origin-of-life research must address is not “Which materialistic scenario 
seems most adequate?” but rather “What actually caused life to arise on 
Earth?” Clearly, one possible answer to that latter question is this one: 
“Life was designed by an intelligent agent that existed before the advent 
of humans.” If one accepts methodological naturalism as normative, 
however, scientists are not allowed to consider the design hypothesis as 
possibly true. Such an exclusionary logic diminishes the significance of 
any claim of theoretical superiority for non-design hypotheses and raises 
the possibility that the best “scientific” explanation (as defined by meth-
odological naturalism) may not be the best in fact.

As many historians and philosophers of science now recognize, 
theory-evaluation is an inherently comparative enterprise. �eories that 
gain acceptance in artificially constrained competitions can claim to be 
neither “most probably true” nor “most empirically adequate.” At best, 
such theories can be considered “the most probably true or adequate 
among an artificially limited set of options.” Openness to the design hy-
pothesis would seem necessary, therefore, to any fully rational histori-
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