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Caveat #1. Because these are lecture materials, not every
slide is fully explained (as I would normally provide,
in person, to an audience). Readers with questions

about particular slides should email me.

Caveat #2. In what follows, I discuss the work of many different
scientists and philosophers, only a few of whom would

endorse intelligent design. Thus, the presence of the ideas
or arguments of any person in this presentation should

not be taken as a claim that that person supports design.



I. How to investigate biology when
everyone says it’s impossible
(from a design perspective,

that is)



Intellectual habits, like all habits, die hard. Someone who was initially
persuaded of intelligent design in a largely confrontational context (left)

– call this the “Boo Darwin Arena” for short – may be slow to realize that the
task of science does not end with debunking another person’s hypothesis.

Sooner or later one must explain the data for oneself (right).

The Boo Darwin Arena
The evidence & you

To be sure, challenging the received view
is often central to scientific advance. Darwin

said the Origin of Species was “one long
argument.” Galileo wrote the Dialogue

Concerning the Two Chief World Systems,
challenging Aristotle and Ptolemy, in Italian,
not Latin, to achieve the widest readership.

But the discovery of X-rays by Röntgen (1895) 
was not an argument, nor was the elucidation of
the molecular structure of DNA by Watson and
Crick (1953). Imagine a world in which one has

no one left to confront, but only data to explain.

No one to fight.



Nonetheless, the project of “conjectures and refutations” in science
(Popper 1963) requires interlocutors. So let’s suppose we have been visited by a

team of highly advanced, silicon-based artificial intelligences, sent by their
carbon-based makers from a station permanently orbiting Alpha Centauri.

Knowing themselves to have been designed,
these intelligences harbor no a priori opposition
to design hypotheses.* The evidence on Earth
must be weighed in light of all the possibilities.

*To quote an apropos line from the movie A.I. Artificial Intelligence, spoken by the Mecha (robot) Gigolo Joe
to the artificial child David: “The ones who made us are always looking for the one who made them.”

And thanks to this movie for the images of artificial intelligences.

But these entities are also very careful and critical
(not to mention snarky). When we ask their names,
they say “Call us ‘the Skeptics’ – we understand how

easily science can go astray. But lead on.”
The Skeptics

So the Skeptics will accompany us on our journey. 
They will provide critical counterpoints and questions.



Professor Scott Minnich
Microbiology

University of Idaho
USA

When I first met Scott Minnich in the
mid-1990s, when I was still a graduate
student, he told he something I have
never forgotten:

“Paul, none of this intelligent design
debate should be all that controversial.
The reality, whether anyone is
conscious of it or not, is this:
most molecular biologists are de
facto design theorists already.”

And, he added, they have been doing
that for a very long time indeed.



But how could that be possible
– even as a de facto practice –

when design was widely seen as
intrinsically unscientific,

employing a cause (i.e., a
transcendent mind) understood to

be unobservable in principle?

In this talk, I explain what Scott meant,
and why it matters, using

an idea called “design triangulation.”



Most biologists who reject ID do so, not because
they think the idea is false – that, they say, would 

require ID to make novel testable predictions –
but because they see design as empirically sterile.
ID in their view is almost entirely polemics, “Boo

Darwin!” but little or nothing beyond that. 

Compare Bacon’s (1620) indictment of Aristotelian
reasoning: “[T]hat wisdom which we have derived
principally from the Greeks is but like the boyhood
of knowledge, and has the characteristic property

of boys: it can talk, but it cannot generate
[i.e., conceive any offspring]; for it is fruitful

of controversies, but barren of works.”



Etiology: how did X come to be?

Two big worries about
tumbling into unproductive,
or downright unsound, paths

of scientific inquiry:

Always start with the log in one’s own eye, right?
So let’s consider the ID-related worry first.



Biological mechanisms are
real, and it is the task of biologists

to find and understand them.

Every time I undergo a complicated medical procedure, which
solves the problem I face, or listen to my physician wife

describe her successful therapies, using targeted medications,
I thank God (literally) for our mechanistic knowledge and the hard

work done by others to find and apply that knowledge.

What is Paul’s overwhelming
worry about ID in biology?



I have a young relative, four years old, who suffers from spinal muscular atrophy
(SMA) in its severest form (SMA1). Ten years ago, he wouldn’t have lived to four. 

Yet because of the work of Dr. Ravindra Singh at U-Mass Medical School, Prof. Adrian
Krainer at Cold Spring Harbor Laboratory, and many others, to understand mechanisms

of gene splicing, and therefore develop the medication nusinersin (marketed as SPINRAZA),
my young relative – who is verbally gifted – can spell words like “umbilicus” on a magnetic

letter board, smile, and live. Knowledge lessens suffering, as Louis Pasteur understood.



As a consequence, design theorists, despite their 
best intentions, often cannot help thinking in 
reductive & material terms where biological 

explanation is concerned – because it seems only 
there that progress can be made. We do what

we can, and only what we can.

We, too, are children of the Scientific
Revolution and the Enlightenment.

You, as an ID explorer, may share this same nagging
worry about finding mechanisms. It’s common.



Organisms are demonstrably
irreducible, and biologists

ignore this reality at their peril.

Multiple lines of evidence, accumulated over
many decades (to be discussed later in

this presentation), show this unmistakably.

So – to consider the other horn of the
dilemma – what is Paul’s overwhelming
worry about physicalist reductionism?



“Organisms are demonstrably irreducible?
Evidence shows this unmistakably?

Sounds like question-begging to us.”

The Skeptics

Paul: Well, it would be question-begging, if we
never got a closer look at the evidence. But may

I ask for your patience? One step at a time.

In the interim, there is nothing especially controversial about the irreducibility of organisms.
(The room’s temperature only rises when one asks what irreducibility implies for origins.)

Consider, for instance, Bohr’s (1933, 458) argument that organisms are “elementary facts”:  

Niels Bohr
1885-1962

“On this view, the existence of life must be considered as
an elementary fact that cannot be explained, but must be
taken as a starting point in biology, in a similar way as the
quantum of action, which appears as an irrational element
from the view of classical mechanical physics...”



How to sail between the Scylla of a paralyzing ID holism...

...and the Charybdis of physicalist reductionism.



II. Foresight, Causal Circularity,
Parts and Wholes



The concept of foresight,
the biological pattern

of causal circularity, and the
causal primacy of the organism,
will be the main dimensions of

biological explanation addressed by
design triangulation in this presentation.

Let’s start with foresight
and causal circularity.



Foresight: the mental or conceptual 
representation of a function or system, 

prior to its physical realization.

Causal circularity: the origin of, or
pathway to, object X, requires

the prior existence of X:
“To make X, you need X.”



Samuel Butler, 1878

“A hen is only an egg’s way of
making another egg.”

Butler’s remark is
humorous, but it
points to a deep

truth about living
things, at all

scales of 
organization

and complexity.



foresight
causal circularity

The logical relationship of causal
circularity, foresight, and design.

design

The mental construct of the whole is causally primary.
Mind leads, seeing the target; realization follows.



foresight
living things

design

Until the mid-nineteenth century, this mode of
explanation (for biology) was rationality itself.



“How came the bodies of animals 
to be contrived with so much art, 
and for what ends were their 
several parts? Was the eye 
contrived without skill in Opticks, 
and the ear without knowledge of 
sounds?”  (Query 28, Book III of the Opticks [1730])

“Rule 1: We are to admit no more causes of natural things
than such as are both true and sufficient to explain their
appearances.”
“Rule 2: Therefore to the same natural effects we must,
as far as possible, assign the same causes.” 

Isaac Newton
(1643-1727)

(Newton, Principia)



Immanuel Kant
(1724-1804)

“...we cannot adequately cognize, much
less explain, organized beings...according
to mere mechanical principles of nature,
and we can say boldly it is alike certain
that it is absurd for men...to hope that
another Newton will arise in the future
who will make comprehensible by us the
production of a blade of grass according
to natural laws which no design has
ordered.”   (Critique of Judgment, 1790; emphasis added)

For Kant, the “causal circularity” of organisms
simply was their defining characteristic, entirely
beyond the reach of strictly physical explanation.



Immanuel Kant
(1724-1804)

“So much only is sure, that...
we can place at the basis of
the possibility of these
natural purposes nothing
else than an intelligent
Being.”            (Critique of Judgment, 1790)

Sounds like Herr Kant would have 
been right at home at an intelligent

design seminar (sans the wig).



Meet the “Newton of the grassblade.”



The disappearance of a possible cause

“The Darwinian revolution
was as much concerned with
the promotion of a particular

view of science as it was
with the introduction of a

theory on the transmutation
of species.”

David Hull, “Darwin and the
nature of science” (1983, p. 65;
emphasis added)



living things

All causal explanation in biology was henceforth to begin
with undirected physical and material processes – what T.H.

Huxley (1885) called the “scientific conception of the universe.”

physics

chemistry



Post-Darwin, there just is no such thing in biology as intrinsic 
purpose, or foresight (needed to cause such purpose):

“The empirical reality of 
‘intrinsically purposive’ entities 
or processes in nature is a myth. 
Let’s get over that hang-up and 
make peace with a teleologically 
deflated natural world...” 

Thomas Teufel
Dept. of Philosophy

CUNY

(2011, p. 260)

Well, okay – but it doesn’t look like the
natural world itself is cooperating (see below).



Foresight is gone. Right?
“When an evolutionary biologist strives
to explain the origin of a truly novel
system that is seen only in its elaborately
complex state and, at face value, appears
to be irreducibly complex, the task is much
harder. Because evolution has no foresight,
no system can evolve in anticipation of
becoming useful once the requisite level
of complexity is attained.” (Wolf & Koonin, 2007:14;
emphasis added)

Eugene Koonin
NCBI / NIH

In its place: only chance and necessity.
(That’s the official version...but hang on a minute. There is more to the story.)



Chance & necessity exhaust the explanatory tools of post-
Darwin biology. This is the received wisdom, anyway.

“The universe was not pregnant with life nor the biosphere with man.
Our number came up in the Monte Carlo game” (Monod 1971, 145-6)

Jacques Monod (1910-1976)
1965 Nobel Prize in

Physiology or Medicine



Jacques Monod
(1910-1976)

But Monod (1971, 143) was acutely aware of puzzles that seemed
to defy solution in terms of chance and necessity alone. Chief 
among those puzzles, which we may collect under the heading

of causal circularity, was the origin of the genetic code:

“...the major problem is the origin of the genetic code
and of its translation mechanism. Indeed, instead of a
problem it ought rather to be called a riddle. The code
is meaningless unless translated. The modern cell’s
translating machinery consists of at least fifty
macromolecular components which are themselves
coded in DNA: the code cannot be translated otherwise
than by products of translation. It is the modern
expression of omne vivum ex vivo. When and how
did this circle become closed? It is exceedingly
difficult to imagine.”  (emphasis in original)

Chance and necessity are the “authorized” tools – but other concepts, with an
unmistakably teleological cast, can be found in the toolbox of evolutionary theorists. 



“Generalized RNA-catalyzed RNA replication has
not yet been achieved and it is not possible for
the class I polymerase ribozyme to synthesize
additional copies of itself. The most advanced form
of the polymerase cannot replicate long RNA 
sequences because attempts to do so are thwarted
by the emergence of shorter amplicons that are
copied more efficiently. There must be a selective
advantage in maintaining the full-length amplicon
and that advantage must exceed the probability of
producing an error copy.”

For example, try this quiz. Remember your answer, and we’ll come back to this
question later. What explanatory concept in this passage falls under neither
“chance” or “necessity” – but is logically required for the point being made?

Joyce and Szostak (2018, 16) 

Gerald Joyce
Salk Institute

Jack Szostak
Harvard University Here’s a clue. Chemistry itself produces shorter amplicons. What entity

would “care” (so to speak) about having a full-length polymerase?



Evolution has no target.

But evolutionary theory surely does.

Here is another clue:

From this difference we can trace the use of concepts such as “selective advantage”
in explanatory contexts – such as prebiotic Earth environments – where strictly speaking

those concepts make no sense. It is true that evolution, as it has been understood by
the mainstream of biological reasoning since Darwin, has no target. Having a target

would imply teleology, forbidden since 1859. Foresight really is gone.

Except it isn’t. As it happens, foresight turns up everywhere. Thus, biology after Darwin,
tasked with explaining the origin of organismal complexity, re-imported teleology –

meaning goal-directedness – under new names, such as “selective advantage.” The reason?
Objects with very specific properties require explanation: in other words, organisms

as we actually find them. And organisms don’t care about our philosophical preferences.



The Skeptics

René Descartes
1596-1650

“Hey, Paul. We’ve been studying the writings of this very
insightful philosopher, Descartes. You know his cogito ergo
sum, right? Your fumbling attempts to re-introduce notions
like ‘foresight’ in biology, not to mention in natural science
generally, should take heed of his critique – written, let us

not forget, almost four centuries ago on this planet.”

“When dealing with natural things we will,
then, never derive any explanations from
the purposes which God or nature may have
had in view when creating them, and we
shall entirely banish from our philosophy
the search for final causes. For we should
not be so arrogant as to suppose that we
can share in God’s plans.” Principles of Philosophy, 1644;

emphasis added



Answering the question,
“What is X designed to
do?” does not require

knowing God’s intentions.
“So overwhelming is the

appearance of purposeful
design that, even in this
Darwinian era when we

know ‘better’, we still find
it difficult, indeed boringly
pedantic, to refrain from

teleological language when
discussing adaptation. Birds’ wings are obviously ‘for’ flying, spider webs are

for catching insects, chlorophyll molecules are for photosynthesis” (Dawkins 1982,
45). Any means-ends, structure-to-purpose hypothesis is only that: a hypothesis.

As such, these hypotheses are vulnerable to evidence and revision, as science.

Who said anything about God?



Since the Scientific Revolution, of the four
Aristotelian categories of “cause” (explanation),

“final causes” have received the worst press:

Francis Bacon
1561-1626

“For the inquisition of Final
Causes is barren, and like
a virgin consecrated to
God produces nothing.”  

Advancement of Learning (1605)

OK, so maybe Aristotelian categories needed to be jettisoned –
but is it really the case that “What is it for?” is an empty question?



Bacon got this one wrong, actually:
The final cause question,

“What is X designed to do?”
is very fruitful of knowledge in biology.

Want to find hidden mechanisms?
Keep your eye on the network of causal

dependencies which enable higher-level functions.

Moreover, a path to insight, and knowledge, follows from
reflecting on the analytical and causal asymmetries

between functional wholes and their parts.



Consider a supermarket automatic door, which would have been utterly 
mystifying to Aristotle, but also to Francis Bacon, David Hume, and Charles 

Darwin – although not to any high school AP engineering student today. 
Technology is not magic when you know the mechanisms.

For instance...



What is it designed to do?

How does it work?

If one allows the “what is it designed to do?” question to
guide the inquiry logically towards “how does it work?”

– mechanistic knowledge will inevitably follow.

Follow this path
to the next
question

Follow this path
to the next
question



How does it work?

“Well, clearly, the structure
possesses an élan vital de la porte.”

Oops. Mistakes are possible, to be sure. But testing
will help to sort out those blind alleys from real

knowledge. And, as we’ll see below, “no magic” is also
a useful guide. Look for the mechanism; it’s there.



“If I ask an engineer how a steam engine works, I have
a pretty fair idea of the general kind of answer that would

satisfy me. Like Julian Huxley I should definitely not be
impressed if the engineer said it was propelled

by ‘force locomotif’.”

In The Blind Watchmaker (1987, 11),
Dawkins has it right, at first:



“And if he started boring on about the whole
being greater than the sum of its parts,

I would interrupt him: ‘Never mind about
that, tell me how it works.’”

But then, as he often does,
Dawkins overshoots the mark:

But to understand how a locomotive – or any complex functional system – works,
the integrated whole decisively is “greater than the sum of its parts.”



Where organisms are concerned, Dawkins himself knows 
this. “But, however many ways there may be of being alive,” 
he writes, “it is certain there are vastly more ways of being 
dead, or rather not alive” (1987, p. 9; emphasis in original).

The functional whole is analytically foundational. The 
parts and especially their networks of dependencies

must be selected from the universe of all possibilities –
which cannot be accomplished without the existence of 

the functional whole as the target state.



“Oh, come on. It is all but certain that, if given the parts
of any locomotive, scientists would sooner or later construct
the functional whole. The wheels, the pistons, the firebox,

the steam apparatus – yes, the headlight and whistle – would
all find their integrated positions and functions, respectively.
Nelson has grossly exaggerated the difficulty of proceeding

analytically from lower-level elements to higher-level system.”
The Skeptics

“Moreover, as philosopher Paul Churchland has explained, the
most authoritative scientific account of biological origins on

Earth starts with the parts. We cite Churchland to inform you.” 

“Near the surface of the earth’s oceans, between three and four billion years
ago, the sun-driven process of purely chemical evolution produced some
self-replicating molecular structures. From the molecular bits and pieces...these
complex molecules could catalyze a sequence of bonding reactions that produced
exact copies of themselves...The cell is the triumphant example of this solution...
With the emergence of the cell, we have what fits our standard conception of
life: a self-maintaining, self-replicating, energy-using system.”

Paul Churchland, Matter and Consciousness (1984, 121; emphasis in original)



Paul: All right, Mr. Alpha Centauri A.I.
smarty-pants. Here’s a simple – literally,
a toy – experiment for you to attempt.
These are the parts of a kit produced
by the Lego corporation. Construct the
whole – that is, build the toy these parts
constitute, when correctly assembled.

Piece of cake.
Child’s play.

We’ve got this.

Paul: I’ll be back in a few slides to see
how you’re doing. And no cheating.

An A.I. never cheats. So rude!

Paul: Hush. Another experiment next.
I’ll respond to Paul Churchland later.



Here is a black box that a friend gave you.



Even-numbered days Odd-numbered days
8:00 AM

Suppose you observe the following...

On even-numbered days, at 8:00 AM, the black box plays the music of J. S. Bach.
On odd-numbered days, the same box plays Beatles music. The box
infallibly keeps track of even versus odd (according to the calendar),

and always plays Bach, or the Beatles, depending on the value of the date.



Even-numbered days Odd-numbered days
What can we then
infer must exist?

1.  An accurate clock and perpetual calendar.

2.  Something storing the music of J.S. Bach and the Beatles.

3.  Something scheduling the “right” music per the day & time.

4.  A power supply, amplifier, speaker, et cetera.



An interesting twist: multiple realizability relationships

1. An accurate clock and perpetual calendar. The parts which
convey these functions could exist in the black box, or elsewhere, with specific
signals received by the box. We know only that the part(s) operate somewhere.

2. Something storing the music of J.S. Bach and the Beatles.
The same is the case with the music itself: possibly, stored in the box itself,
or in another physical location, and the box acts only as receiver.

3. Something scheduling music per the day & time. Again,
as with (1) and (2), the physical location of the parts enabling this function
may not be in the black box, but at a distant location, with signaling occurring.

4. A power supply, amplifier, speaker, et cetera. Given, however, 
that sound reaches the listener locally (i.e., in physical vicinity of the box), the
probability is highest that these parts would exist in the box, not elsewhere.

Functional analysis tells us only that
the parts (enabling specific operations and
their relations) must exist, but leaves open
the possibility of multiple realizability. Any
function may be caused by various means,

a question then to be settled by experiment.



But pay close attention to
the logical structure of the

causal inference here.

What is inferentially basic?

Hint: it is not the parts
of the black box.



If we do not know the target state
and its functions already, we cannot

select – from the universe of all
possible parts – the correct set.

This logical asymmetry decisively favors
the higher level in any functional or causal analysis.
Multiple realizability and many-to-one relations

render finding the target intractable, if one tries to
start at the lower level to derive the unique functions
of the whole. The space of possibilities is too large.



What higher-level system, with its
unique functions, is entailed

by the existence of these parts?

How would you know? The parts represented here
(a small set already drawn for the sake of illustration

from the practical infinitude of possible entities)
are fully consistent with an indefinitely large

number of different higher-level systems.



1.  An accurate clock and perpetual calendar.

2.  Something storing the music of J.S. Bach and the Beatles.

3.  Something playing the “right” music per the day & time.

4.  A power supply, amplifier, speaker, et cetera.

The whole – i.e.,
the highest-level

system – underwrites
causal inferences
to the existence
and functions of

its parts.

But we cannot go
in the other direction.
Absent the functional

whole as target to guide
us, we cannot pick out

(from all possibilities) the
right parts or relations.

Hey, let’s check in
on the Skeptics, to

assess their progress...



Paul: How’s it going with the puzzle?

“Already done. Right away
we realized that Google
Images provided the
fastest route to the
solution. Using reverse
search, we identified the
circled parts as probably
belonging to the 75055
Imperial Star Destroyer
Lego kit – which we then
verified. Easily. From the 
parts to the whole: QED.”

Paul: So, to put it bluntly, you cheated.

Skeptics: Sore loser, eh?

The Skeptics

HT to Robert Blomgren for suggesting the Lego thought experiment.



Paul: Not at all. I expected as much. Now, Google Images won’t help
with this next experiment, which is much closer to biological reality.

What structure do these Legos uniquely specify?

“From the photo, that is obviously
impossible to say. We don’t see the

point of your silly question, however.”

Paul: Follow along, then.



As every 10-year-old knows, a pile of
Lego bricks does not intrinsically specify
anything (which is the genius of Lego).
Even the 75055 Imperial Star Destroyer
kit does not necessitate its particular

structural outcome, unless one intends to
build the Destroyer, rather than something
else from the creative possibilities latent 

in the kit’s 1,300+ pieces.

“Seriously, Paul – where is this
going? We are talking about
biology, not toys, right? Right?”

Indeed, we are talking about biology,
but thinking about toys, parts, and
wholes, is instructive, because the
underlying principles are the same.
You’ve been quite patient. The next

slides will complete the point.
photo credit: FrugalFun4boys.com



Jeremy England
Georgia Tech

Hemoglobin

22 amino acids only, out
of the hundreds produced

by chemical processes

Thousands of abiotic
chemicals on the

early Earth

“Hemoglobin looks useful to us because
we first take for granted the biological
goal of carrying oxygen, and then work

backward. If we did not know this or
have such a goal, it would be much more
difficult to specify a physical property of

this particular pile of atoms that makes it
more evocative of life than a hunk of

mineral or plastic.” (2020, 41; emphasis added)

Organisms represent exquisitely
special targets, which stand out
in the enormously larger space of
physical entities indifferent or
hostile to life’s existence. Nothing
in chemistry itself yields hemoglobin.
An ocean of amino acids produces
no proteins. The Legos don’t know...

requires
the level

below it, but...

...that level
does not
explain it.

require the level
below them,

but that level...

...does not
explain why the
22 occur in life. 

...and the Legos don’t care (so to speak) what is being
built from them. Jeremy England notes this asymmetry
for hemoglobin, but it exists throughout biology. The
Lego bricks of life are only molecules – not organisms.



early Earth
chemistry

tar*

halobacteria

In a remarkable way,
therefore, organisms
“reach backwards in
time” to specify their
physical requirements.
Remember Szostak
and Joyce, in slide 33?

They invoked “selective
advantage,” a concept
wholly incongruous in
a prebiotic setting, to
direct chemistry away 
from where chemistry
wants to go – namely, tar –
to an entirely different, and
probabilistically unfavored
outcome: the living state.

To give the Lego analogy one
last spin: organisms choose, from
among the many bricks of physics
and chemistry, the parts they will
need. Organisms focus on their
own targets. The parts do not.

As Jeremy England observes, “Much
of biophysics proceeds in this way:
it starts by taking for granted the
problem a living thing is trying to
solve and then studies how mole-
cules or cells achieve an impressive
solution. But what if we are inter-
ested not in what life does, but
rather, in how it got that way? In
the absence of a living thing with 
a goal, what could it mean for a
piece of matter to have function
and purpose?”

(J. England 2020, 42; emphasis added)

*A. Schwartz, “Intractable Mixtures and the Origin of Life,” Chemistry & Biodiversity 4 (2007):
656-664; see also S. Benner et al., “Asphalt, Water, and the Prebiotic Synthesis of Ribose, 
Ribonucleosides, and RNA,” Acc. Chem. Res. 45 (2012):2025-34.



“More crazy talk, but this time, really crazy talk.
Organisms ‘reach backwards in time’ – what

could that possibly mean? You’ve lost it, man.” 

The Skeptics
“If the fool would persist in his folly
he would become wise.”
William Blake (1757-1827)

Thanks, Blake. Could you help these A.I. pests grasp the concept of a metaphor?
Meanwhile, here is the stone-cold sober version of “reach backwards in time.” The next
figure comes from a paper about the building blocks of life (Kitadai & Maruyama 2018).

Any diagram with this much detail (next slide) may be intimidating. But there
is a fascinating story hidden in the details. Pay attention to the colored arrows
moving from left to right, across the five major stages (inorganic molecules,

organic precursors, building blocks, functional polymers, and finally, earliest life).
These stages represent a temporal sequence: A must happen before B,

B before C, and so on. Then, ask yourself why these arrows occur, and not the
many other (more probable) pathways from “inorganic molecules,” forward in time.





Why so many differently colored arrows, moving from left to right?

Kitadai & Maruyama explain (for example, with respect to forming nucleotides):

“Note that individual steps of the nucleotide synthesis outlined
above have been performed under mutually different experimental

conditions. As was described in previous sections, the abiotic
synthesis of each nucleotide component (ribose and nucleobases)

tends to generate complex mixtures of products with desired
compounds being only a small fraction. It is unclear whether or

not these problems could be overcome by environmental
fluctuations on the primitive Earth; such as purification and

concentration of the nucleotide components, mixing the
components with condensing agents at the right time and place,

and exposing the mixtures to the optimum conditions to
form nucleotides” (2018, 1136; emphasis added) 

You’ll find the provisional moral about “reaching backwards” on the next slide...



Of course, organisms do not exist through retrocausality – i.e.,
“backwards in time.” What the Kitadai & Maruyama diagram shows,
rather, is how organisms entail a long chain of necessary conditions,
at prebiotic stages, whose joint probability is very small, diminishing 

towards the living state itself as those conditions multiply.

the
living
state

ß physical and chemical requirements

diminishing joint probability à

“The above discussion clearly indicates,” write Kitadai & Maruyama (2018, 1143) “that no
single setting can offer enough chemical and physical conditions for all the stages of

chemical evolution. Instead, life’s origin requires highly diverse and dynamic environments
that are connected with each other to circulate reaction products and reactants.” 

“Yeah – but Kitadai and Maruyama still think life arose via
a natural pathway. So what if the probability gets smaller?

Small probability does not mean ZERO probability.” 

“reaching
backwards"



You are correct, Alpha Centauri Dude. Any finite probability, no matter
how small, is greater than zero. And within that mathematical fact lives

our central problem, about which, it is best to speak with unsparing honesty.

Which explains why these next ## slides may be the
most important in the entire presentation.

Back at slide 45, Paul Churchland tells a story about the origin of
the first cells on Earth – a story, ostensibly empirical, which the
available evidence does not support. See slides 66 and 67, from

Koonin (2007) and Sutherland (2017). Chance is the real hero.
Yet Churchland, Koonin and Sutherland feel no compulsion to

modify their general outlook concerning the origin of life. Why?

Any small but
nonetheless non-zero

probability for an event > 0.0 This is why – an a priori
philosophical commitment

to chance: Fortuna.



n

“Nelson, what you call ‘an a priori philosophical commitment’
is only a pejorative designation for what the global scientific

community, since Darwin, knows as natural science. Give it up.
You won’t get very far with that tendentious line of argument.” 

Maybe not, but I don’t care. When one does not hold a view which one sees as
irrational – even, or especially, a view endorsed by the scientific majority – one’s

main emotion is not worry, but skeptical detachment. Koonin’s 2007 paper on
abiogenesis was eye-opening. Dembski’s (1998) ”universal probability bound”

was powerless to deter a fully committed philosophical naturalist. This 2007 paper:BioMed Central
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Look it up. The journal is Biology Direct. (Hey Alpha Centauri – how about a battery recharge break?) 



One of these universes, where Dembski’s universal probability bound obtains,
we actually inhabit. The other universes were invoked by Koonin because –

well, he should explain. See the screen capture from his 2007 abstract, below.

BioMed Central

Page 1 of 21
(page number not for citation purposes)

Biology Direct

Open AccessHypothesis
The cosmological model of eternal inflation and the transition from 
chance to biological evolution in the history of life
Eugene V Koonin*

Address: National Center for Biotechnology Information, National Library of Medicine, National Institutes of Health, Bethesda, MD 20894, USA

Email: Eugene V Koonin* - koonin@ncbi.nlm.nih.gov
* Corresponding author    

Abstract
Background: Recent developments in cosmology radically change the conception of the universe
as well as the very notions of "probable" and "possible". The model of eternal inflation implies that
all macroscopic histories permitted by laws of physics are repeated an infinite number of times in
the infinite multiverse. In contrast to the traditional cosmological models of a single, finite universe,
this worldview provides for the origin of an infinite number of complex systems by chance, even as
the probability of complexity emerging in any given region of the multiverse is extremely low. This
change in perspective has profound implications for the history of any phenomenon, and life on
earth cannot be an exception.

Hypothesis: Origin of life is a chicken and egg problem: for biological evolution that is governed,
primarily, by natural selection, to take off, efficient systems for replication and translation are
required, but even barebones cores of these systems appear to be products of extensive selection.
The currently favored (partial) solution is an RNA world without proteins in which replication is
catalyzed by ribozymes and which serves as the cradle for the translation system. However, the
RNA world faces its own hard problems as ribozyme-catalyzed RNA replication remains a
hypothesis and the selective pressures behind the origin of translation remain mysterious. Eternal
inflation offers a viable alternative that is untenable in a finite universe, i.e., that a coupled system
of translation and replication emerged by chance, and became the breakthrough stage from which
biological evolution, centered around Darwinian selection, took off. A corollary of this hypothesis
is that an RNA world, as a diverse population of replicating RNA molecules, might have never
existed. In this model, the stage for Darwinian selection is set by anthropic selection of complex
systems that rarely but inevitably emerge by chance in the infinite universe (multiverse).

Conclusion: The plausibility of different models for the origin of life on earth directly depends on
the adopted cosmological scenario. In an infinite universe (multiverse), emergence of highly
complex systems by chance is inevitable. Therefore, under this cosmology, an entity as complex as
a coupled translation-replication system should be considered a viable breakthrough stage for the
onset of biological evolution.

Reviewers: This article was reviewed by Eric Bapteste, David Krakauer, Sergei Maslov, and Itai
Yanai.

Published: 31 May 2007

Biology Direct 2007, 2:15 doi:10.1186/1745-6150-2-15

Received: 10 May 2007
Accepted: 31 May 2007

This article is available from: http://www.biology-direct.com/content/2/1/15

© 2007 Koonin; licensee BioMed Central Ltd. 
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Understand now? “...emergence of highly complex systems by chance is inevitable.”



“Emergence of highly complex systems
by chance is inevitable.”

Really?



This figure and its caption from Sutherland (2017) are also telling. Why is there a
“necessity-contingency” boundary – and why is that boundary placed where it is?

Here is the caption: “Also shown is the necessity–contingency boundary beyond which
material limitations prevent full exploration of the sequence space of macromolecules

assembled from different monomeric building blocks; therefore,
chemical determinism can no longer be relied on as a source of innovation,

and further improvements have to be chanced upon instead.” (2017, 4; emphasis added)

necessity-
contingency

boundary



time or system complexity
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chemical contingency

The relative areas in this figure 
aren’t important: it is concepts 
which matter. According to John
Sutherland (2017, 4) “chemical 
contingency” occurs “when the 
synthesis of macromolecules 
from multiple monomers reaches 
the stage in which only a fraction 
of all possible sequence variants
can be sampled owing to the
number of possible permutations
exceeding the number of mole-
cules.” Chance takes over. The

chemical necessity

Something significant happens
here – and keeps on happening,

in fact, in a way which this
diagram fails to depict.

Fully alive

Clue: there are no chemical grounds
for thinking “fully alive” will ever arrive.

necessity-contingency
boundary

Allchemy simulation (Wołos et al. 
2020; see next slide) vividly 
illustrates why the “possible 
permutations” overwhelm the 
prebiotic pathways – and thus,
why Koonin and Sutherland must 
appeal to chance to keep the 
narrative to life moving forward.



The Allchemy computer simulation (Wołos et al. 2020), available online at
https://tol.allchemy.net, allows the user to explore the permutations which follow,

in successive “generations,” from a starting set of six early Earth molecules.

Nitrogen, methane, ammonia, water, hydrogen sulfide, and hydrogen cyanide
comprise the starting set (i.e., generation 0). The red circles in the network of

reactions represent the biologically relevant products. After 7 generations,
53 biotic and 34,231 abiotic compounds have arisen.

https://tol.allchemy.net/


53 biotic
34,231 abiotic

This is a striking ratio, but there is more to say:

0.15 of one percent of the compounds in the Allchemy
simulation, after 7 generations, are biologically relevant.

The remainder (99.845 percent)? Abiotic.
This is the same finding reported in the Kitadai and Maruyama analysis (above): “the abiotic

synthesis of each nucleotide component (ribose and nucleobases) tends to generate complex
mixtures of products with desired compounds being only a small fraction” (2018, 1136).

Now, here is the “more to
say” bit. Let’s suppose we

want to produce ATP,
in good yields, starting

from nitrogen, methane,
water, ammonia, etc. Adenosine triphosphate (ATP)

No cell on Earth survives
without ATP, the common
or basic energy currency

essential to metabolic
pathways and cellular
processes generally.



“...because the masses of molecules like ATP, ADP or dinucleotides
are high (above 400 g/mol), creating them from very basic

substrates (HCN, H2O, CH4, N2, H3PO4) takes 9-13 synthetic
generations within which extremely large numbers of

other, not-very-interesting molecules are created.”
(as observed in the Allchemy simulation: Wołos et al. 2020, Supplementary Materials, 8; emphasis in original)

But to find ATP, abiogenesis would need to sort through everything else –
that is, the enormous heap of compounds which are not biologically relevant.

ATP is hiding in here – somewhere.
Good luck finding it.

So what defines a molecule as
“not very interesting”? It is made
by physical processes which do not
know (so to speak) that they should 
be constructing a cell. Hence, those
processes generate “extremely
large numbers” of abiotic products,
thereby swamping the tiny set of
biologically necessary compounds.

Finding a few specific grains in a sandpile gives a visual
metaphor for the reality of chemical contingency.



This problem of sifting through chemical contingency to locate
the few & improbable pathways to biomolecules, and eventually the

living state, has long been understood by abiogenesis researchers.

Robert Shapiro
1935-2011

Francis Crick
1916-2004

In Life Itself, Crick touched repeatedly on the mechanistic hurdles of discrim-
inating biotic from abiotic molecules, before the precision of enzymes was
available. “It is not easy to see how this could happen [i.e., the formation of
RNA] in a mixture of other, rather similar compounds without the frequent
incorporation of other molecules in the chain unless there were some rather
specific catalyst present...[biomolecule] precursors need to be at least
partially separated from other, rather similar molecules, which, if present,
might possibly have fouled up the system.” (1981, 81-83)

Also addressing the origin of RNA, Shapiro pointed out that chemical
contingency was unavoidable: “The implicit assumption has been that
monomers of a single chemical type would seek each other out in a pre-
biotic mixture and combine exclusively with one another. No theoretical
or experimental basis has been put forward to support such an
assumption, however, and considerations of entropy would lead in
the opposite direction: The components of a mixture should combine
haphazardly, producing chaotic polymers.”  (2000, 174; emphasis added)



“Emergence of highly complex systems
by chance is inevitable.”

Yet if Koonin’s claim (above) about the inevitability of the
origin of highly complex systems via chance alone is true,
there is no point in looking for testable prebiotic path-
ways to ATP, nucleotides, cells, or really anything else
biological. No worries: Fortuna will take care of it.

Fortuna, goddess of fortune and 
personification of luck. 

Also: enemy of knowledge.

But she won’t; she never will. In science, Fortuna takes,
but she doesn’t give. The invocation of blind chance is
the antithesis of empirical knowledge. If you doubt this,
imagine a molecular biology or genetics classroom where
(for instance) the processes of eukaryotic chromosomal
segregation, or DNA replication, are to be taught. Except
the professor writes “It’s all chance” on the whiteboard.

That class is over. Everybody can go home.



There is an infinite distance between naturalism (philosophical
or methodological – the particular flavor doesn’t matter),

which relies ultimately on the whims of chance,
and genuine empirical knowledge, grounded in evidence.

That infinite distance cannot be traversed by argument,
observation, or logic. Reason requires boundaries. Bare

possibility, however – i.e., metaphysical chance – is unbounded
in principle, which is exactly why it is invoked. To cite Monod

(1971) again: “Our number came up in the Monte Carlo game.”

Choose knowledge instead.



There is no reasoning with a metaphysics of ultimate chance, 
so let’s just forget about it. We have another way to understand
ATP and other universally essential biomolecules – which brings
us back to the evidence, and the concept of causal circularity.

If causal circularity holds broadly in 
Earth life, we should find it at all levels 

– from cellular to developmental. 

As will be explained in greater detail below,
organisms themselves give us the clues

that we need. But Kun et al. (2008)
can get us started down that road.

The title is a mouthful, but
the core idea is easy to grasp.



“To make X, you need X.” That is what “obligatorily autocatalytic”
means – and the main exhibit in Kun et al.’s (2008) case?

ATP. See the selection from their abstract, under the figure.

ATPATP

We will return to this pattern of evidence later. First, consider Kun et al.’s analysis. 



Using this schema, Kun et al. found that not only ATP, but nicotinamide adenine dinucleotide
(NAD), coenzyme A, and other co-factors were “to make X, you need X” molecules.



Their bottom line?

A case can be made – I won’t do so here, this presentation is
already way too long – that abiogenesis research in the 20th

century has shown that the bottom-up pathway to cells never
happened. We can adopt a provisional hypothesis, however. 

How about this: organisms appear to be “system-first,” 
irreducible entities – and therefore, we should treat them 

as such. Will this stall out biological inquiry? 

The remainder of this presentation says the answer to that question is No. 



III. The Basic Logic of
Functional Triangulation



Why won’t the left sliding door
of my Honda Odyssey open?



Let’s start with my 2003 Honda Odyssey.

Automatic sliding door – very
useful for a distracted father driving

his two daughters and their teammates to
a varsity badminton tournament downstate.

Paul Nelson here

Gas cap
(fuel fill door)



BUT WHY? (here’s a clue)



Why do I need to make sure, Honda Corporation?

automatic sliding door fuel fill door

Because two macroscopic objects with mass (like doors) cannot
occupy the same location in space at the same time.

And if you’re stupid enough to try (Paul), we’ve designed the car to deal with that.



Honda engineers: hey, some
drivers are clueless. They’ll need

help so they won’t jam the
left side sliding door.

Driver’s left-side
sliding door

control button

Left-side
sliding door

Wait a minute, is the fuel door open?

auto
lock!

Now suppose you are Paul’s younger brother
Peter Nelson MD – who is a situationally aware and

clued-in person, not a badly distracted philosopher of science.

During the design (“foresight”)
stage of Odyssey development:



Peter, who is not an Odyssey owner, and has no experience
with this vehicle, studies the minivan doors (sliding and fuel) while

waiting for Paul in the driveway. He says to himself – hmm:
Honda must have a foolsafe mechanism to prevent door jamming.

Peter triangulates to an unobserved, but necessary, 
function of the system, as follows.



If the fuel door were open,
the sliding door would jam.

Therefore, the global design
of the Odyssey must include
a locking mechanism to stop

the sliding door from jamming.

Functional triangulation (everyday version):

A B

C

The sliding door moves to
left rear, over the fuel door.

While not strictly speaking
an existence proof, this
inference confers a very
high probability that such
a mechanism operates.



1. We know A. 2. We know B.

3. Therefore, something like C
is probably the case.

Triangulation as a metaphor for scientific 
inquiry, leading to novel predictions:

A B

C



A B

C We infer a part, system,
or functional relation
that must exist – even if
not yet observed.

Now we have warrant
to go looking for C.

This is a research-
motivating heuristic.

Say we are reasonably sure
of two (or more) related
observations about
some system, which,
if true, entail something
we have not yet seen.

(if A & B are linked: entailment relation)

Functional triangulation as a research strategy

Complex 
systems and 
their features
as black boxes



IV. Functional Triangulation
in Biology



Let’s apply the triangulation method to living things:

A B

Organisms and 
their features as
black boxes

C We infer a part, system,
or functional relation
that must exist – even if
not yet observed.

Now we have warrant
to go looking for C.

This is a research-
motivating heuristic.

Say we are reasonably sure
of two (or more) related
observations about
some system, which,
if true, entail something
we have not yet seen.

(if A & B are linked: entailment relation)



Consider a pair of biologically related facts:

1.  Copper is a poison.

(illustration credit Mikael Häggström, Wikicommons)

2. Copper is absolutely required by
aerobically respiring organisms (like you),
as an essential co-factor in several
enzymes.



Curtis  Neveu/ C31004, CC BY-SA 3.0, https://commons.wikimedia.org/

Cytochrome c oxidase



Trust the logic: triangulate.

(A) Free copper
is highly toxic

to cells.

(B) Copper is
absolutely required

by aerobic organisms. 

What MUST
exist in
aerobically
respiring
organisms?

C A cellular system that
binds, transports, and
releases Cu where the

metal is needed.



“But wait a minute…how can you be 
certain the copper-binding system is 

really there in the cell?”

magic
Don’t worry: it’s there.

The Skeptics

(Hey Alpha C – are you guys back already? Batteries fully charged? That was only 29 slides.)



Organisms make use of mechanisms for
their very viability; whether we see the 

mechanisms or not, they exist.

magic
Call this the no magic principle.



“Copper is absolutely required for aerobic life,
and yet, paradoxically, is highly toxic.

… This apparent contradiction has been
rationalized by assuming that Cu,
like other redox-active metals, is

sequestered in nonactive forms as it
is transported through cellular compartments.”

Valentine and Gralla, Science 278 (1997):817.

This “existence proof” for a Cu binding
& transport system was acknowledged long
before the system was actually observed:



“However, the agents of such
trafficking and the mechanisms

of delivery of Cu to its final
destinations have, until recently,

remained largely unknown.”

Valentine and Gralla, Science 278 (1997):817.

This “existence proof” for a Cu binding
& transport system was acknowledged long
before the system was actually observed:



R.A. Pufahl et al.,, Science 278 (1997):855.



R.A. Pufahl et al., “Metal
Ion Chaperone Function

of the Soluble Cu(I)
Receptor Atx1,” Science

278 (1997):853-856



This works, as the history of biology shows
(see, for example, the next two episodes). But why?

A B

Organisms 
and their 
features as
black boxes

C We infer a part, system,
or functional relation
that must exist – even if
not yet observed.

Seriously – ask yourself why this method works.
What must we presuppose, as necessary, to get

any such functional triangulation started?



William Harvey (1578-1657)



(figure after Aird 2011, 120)

The authority of
Galen (129-210 CE)
dominated medicine
and biology for
centuries.

But Harvey asked,
not if we should
continue to follow
Galen’s authority,
but rather if the
latter’s account of
the movement of
the blood actually
worked.

The complexity of Galen’s
system cannot be fitted onto
a single slide. Indeed, his ideas
are difficult for us now even to
understand, given how deeply
the concept of “circulation”
has permeated our biological
imagination. (Also, circulation
is true, “which is nice,” to
quote the well-known caddy &
groundskeeper Carl Spackler).

Unidirectional flow, as this
diagram shows, is the main
feature of the Galenic system
to keep in mind. Blood origi-
nates in the liver; from there,
it flows to the heart, lungs,
brain, and tissues. But if
blood flow is unidirectional,
Harvey realized, testable
consequences follow.



“Harvey did not use teleology as final proof, but rather as 
a means to establish testable premises” (Aird 2011, 124).

(A) If the left ventricle discharges
≈ three ounces of blood per beat,
then even at 33 beats / minute,
the total volume pumped would

be enormous.

(B) But the measured total volume
of blood in dogs and sheep does

not exceed a few pounds, far
below the total pumped volume

estimated in (A).

William Harvey:
“It is a matter of 
necessity that the 
blood performs a 
circuit, that it return 
whence it set out.”

C The Galenic “ebb &
flow” scheme is

wrong: the blood
must circulate.

magic



William Harvey: “It is a matter of necessity...”

The “necessity” in biology is not physical
necessity (e.g., as in the ideal gas law),

but rather systems-level functional necessity.

Organisms “do the sums” for us. Their viability
comprises, as the global, or governing, state,

all lower-level entities and their relations – with
observationally accessible (empirical) signals.

The organisms give us the clues we need.



Sydney Brenner
(1927-2019)

In the late 1950s, Francis Crick and Sydney Brenner
shared an office at the Cavendish Laboratory of
Cambridge University. They talked nonstop about
the “coding problem” and its possible solutions.

At the time, one possibility was an overlapping
code. DNA comprises a four “letter” alphabet:
Adenine, Cytosine, Thymine, Guanine. To specify
20 amino acids, therefore, the “codons” (a term 
coined by Brenner) needed to have more than one
nucleotide. Codons of length 3 would enable 64
different specifications (43 = 64) from A, T, C and G.
The physicist George Gamow proposed an over-
lapping code, hypothesizing that the molecular
structure of DNA itself directly templated amino
acids in protein assembly.



The chemical details of Gamow’s hypothesis are interesting, but they are not
the main issue. That, rather, is the mathematics of coding & information
transfer between the DNA alphabet (A, T, C and G) and 20 amino acids.

A T T C

T T C

T C A

A

AA

TA

isoleucine
phenylalanine
serine

ile-phe dipeptide coded by ATTC

phe-ser dipeptide coded by TTCA

• Any pair of amino acids is a dipeptide. In an overlapping code, dipeptides
must be specified by a four-nucleotide sequence. 256 such 4-nucleotide
sequences are available (44 = 256), in the DNA alphabet, to code for dipeptides.

• But in the 20 amino acid alphabet, 400 dipeptides are possible (202 = 400).

Taking 256 ≠ 400 as a clue, Brenner (1957, 688) observed: “Thus
overlapping codes introduce restrictions in amino acid sequences.”

Actual protein sequences should tell one if such restrictions
were followed by amino acid neighbors – or not. Brenner compiled the existing

protein sequences (in 1957) and calculated the minimum number of triplets required.



“The proof” (Brenner’s term: 1957, 688)

★ ☼ ✦ ☉

1. “Since successive triplets [in an overlapping code] share two nucleotides in
common, any given triplet can be preceded by only four different triplets
and succeeded by only four different triplets.”

reading frame y

★

reading frame x

reading frame z

☼ ✦ ☉★ ★

✦☼ ☉☼

✦

☉

☉

✦☼

☼

✦

✦

☉

☉ ☼

This 5 x 4 grid represents the possible symbol
combinations, in an overlapping code, for
reading frames x, y, and z, when the code

comprises a four-symbol alphabet, a triplet
coding convention, and reading frame y

(in yellow) codes for one amino acid.

2.  Overlapping codes restrict the possible neighbors
of any reading frame. In the example given, reading
frame y can have only four possible x neighbors, and
only four possible z neighbors (as coding triplets). 

3. “In an amino acid sequence j.k.l. [x, y, z], we call
j an N-neighbor, and l a C-neighbor, of k. For every
four different N-neighbors (or C-neighbors) or part
thereof, k must have one triplet assigned to it.”

4. ”Thus, the minimum number of triplet represen-
tations for each amino acid can be counted from a
table of neighbors.” Okay: examine real sequences.



Lys Lys Lys Lys Lys Lys Lys Lys Lys Lys Lys LysLysLys LysLys LysLys

Ser Gly Leu Cys AlaArg Val Thr Phe Pro Tyr Glu Asp Asn Asx Ile His Met“C-
neighbors”

of
lysine

1 3 4 52

In any overlapping code, lysine’s C-neighbor amino acids would require at least five
different triplets to code for lysine. Brenner compiled data from all available amino acid

sequences (see table below) and summed the minimum number of triplets required: 70. 

Triplets needed to
code for lysine à

”...sufficient sequences...prove that it is impossible to code them with overlapping triplets” (Brenner 1957, 688).



“The proof” (Brenner 1957, 688)

[triplets needed] 70 > 64 [triplets possible]

In a code with a four-symbol alphabet and a triplet convention, 43 = 64 triplets exist.
That’s it. “We conclude, then,” writes Brenner, “that all overlapping triplet codes

are impossible.” The decisive character of that finding is highly significant.

Being able to say impossible counts, because in science, knowing
what not to look for – knowing what cannot be the case – is
as valuable as having clues about where to look. Closing off
an avenue that leads to a dead end saves everyone’s time.

The code cannot be overlapping: try something else. And they did.



“The proof is simple...We conclude, then, that all overlapping triplet 
codes are impossible” (Brenner 1957, 688).

(A) In any code with a four-symbol
alphabet and a triplet convention,

43 = 64 triplets exist to specify
amino acids in protein assembly.

(B) But if those triplets overlap, only
256 (44) different dipeptides in

protein sequences can occur. Real
sequences contain more dipeptides.

Once the code’s 
alphabet and codon 
(triplet) size are set, 
and amino acid
sequences are known, 
the code’s structure
is mathematically
constrained.

C Therefore, the genetic
code cannot be

overlapping.

magic



In our experience, functional necessity relations are
properties only of designed objects, and organisms – but

not of random assemblages (governed by chance)
or of strictly physical systems (governed by law):



Here is another example of inferring molecular actors
from functional necessity relations (2020 literature):

The puzzle in question: what stops the proteasome
from chewing up every protein in sight?



The proteasome is the central machine in the cell’s ”waste management” system.



“The 20S proteasome degradation machinery is able to
cleave any protein with a partially unfolded region, 
however uncontrolled degradation of the myriad of
potential substrates is improbable. Thus, there must

exist a regulatory mechanism to control 20S
proteasome mediated degradation.”

(Olshina et al., 2020, emphasis added)

“Thus, there must exist
a regulatory mechanism...”

magic



The Weizmann team, like so many other molecular and
cell biologists, employed functional triangulation.

(A) The 20S proteasome is a
very powerful cellular garbage

disposal machine.

(B) But “uncontrolled
degradation is improbable,”
because the cell would die. 

Okay...let’s go
looking for the
regulatory 
system. We have
good reason to
think that it is
actually there.

C A regulatory system
MUST exist to ensure

the proteasome
behaves itself.





“You have a lamentable tendency to give fancy names to 
what are ordinary functional inferences. The Weizmann
team simply identified missing parts of a cellular system
and went looking for them. This happens routinely in all

areas of biology. The practice does not, however, merit a
grand term like ‘triangulation,’ and supports no particular
view of origins. Climb down off your ID soapbox already.” The Skeptics

Paul: in one sense, Alpha C, I agree. Living things are what they are,
irrespective of what we may think about the theories of origins
we favor or disfavor. Doubtless most biologists who successfully
employ functional triangulation would not also embrace design.

Design

Naturalism

On the other hand, as the next two sections show,
triangulation makes demands on the investigator
which are much easier to satisfy if design is true.

“Hm – we’ll see about that. BTW, that ‘design versus
naturalism’ stock illustration over there is hackneyed.”

Paul: That’s rich, coming from a figurative entity depicted
by screen-captures from a 2001 sci-fi movie.



V. Crick, Watson, and the
Adaptor Hypothesis



The next example
is the most telling – and

also carries the answer to
the question “Why does

functional triangulation work
in biology...and why should

we call it design triangulation?”



The episode described next is either the
luckiest guess ever in the history of science –

OR a remarkably prescient inference
based on (1) an intimate knowledge of some

aspects of the system at hand (i.e., information
transfer in cells, as understood circa 1955) and

(2) sheer audacity, grounded nonetheless
in the rational “no-magic-because-life-works-by-
mechanisms” principle of design triangulation.

My vote is for the latter, comprising (1) and (2).
Good science is not lucky guesswork.



Lysine

Threonine

Tryptophan

Valine

Serine

Phenylalanine

Tyrosine

Isoleucine

It’s 1955. What do biologists know?

This molecule, DNA, carries
genetic information to

specify protein sequences.

And proteins are
built of amino acids.

But what is
mediating

information
transfer
between

these two
very 

different
chemistries?



(photo credit: Special Collections, Oregon State University)

Antagonist in the
story, who is brutally
honest about himself.

Protagonist (and one
of Paul’s scientific

heroes) in this episode.



Crick wrote this unpublished manuscript on the genetic coding puzzle for
the members of the club. In it, he proposed the ”adaptor hypothesis.”
(Crick’s original manuscript is available for downloading as a pdf here:

https://profiles.nlm.nih.gov/spotlight/sc/catalog/nlm:nlmuid-101584582X73-doc)

The “RNA Tie Club,” started in 1954 by physicist George Gamow,
was an “invisible college” of less than two dozen members,

among them Watson and Crick, dedicated to solving the
open problems of nascent molecular biology: chiefly, coding.



Lysine

Threonine

Tryptophan

Valine

Serine

Phenylalanine

Tyrosine

Isoleucine

How can genetic information
pass with fidelity between

these very different 
chemistries?



“Now what I find profoundly
disturbing is that I cannot conceive
of any structure (for either nucleic
acid) acting as a direct template
for amino acids, or at least as a
specific template....I don’t think
anybody looking at DNA or RNA
would think of them as templates
for amino acids.”

Crick (1955) grasps the difficulty:



“Where are the knobly hydrophobic
surfaces to distinguish valine from
leucine and isoleucine?  Where are
the charged groups, in specific
positions, to go with the acidic and
basic amino acids?...What the DNA
structure does show (and probably
RNA will do the same) is a specific
pattern of hydrogen bonds, and
very little else.”

Crick (1955) grasps the difficulty:



Functional triangulation, however, underwrites inferences
to unobserved entities which must exist:

When one discovers a complex
system performing specialized

functions, assume that a
rational logic, and well-matched
parts, are enabling the functions.

No magic. Look for the mechanism: it’s there.



C

Crick triangulates from the cell’s information-transfer 
requirements to its unobserved, but functionally necessary, parts:

(A) DNA carries information,
but is chemically non-specific
(”hydrogen bonds, little else”)

(B) Yet amino acids have specific
geometries, which require a
system to recognize them. 

Some mediating or
“adaptor” molecules
must enable informa-
tion to transfer from
DNA to amino acids.

Okay, now we 
can go looking for 
the system. Here 
are some of the 
features it will 
need to specify 
each of 20 amino 
acids in protein 
assembly...



“...each amino acid would combine
chemically, at a special enzyme, with a 
small molecule which, having a specific

hydrogen-bonding surface, would combine
specifically with the nucleic acid template....

In its simplest form there would be 
20 different kinds of adaptor molecule....”

Crick boldly triangulates:



“...one for each amino acid, and 20
different enzymes to join the amino acid
to their adaptors.  Sydney Brenner, with

whom I have discussed this idea,
calls this ‘the adaptor hypothesis’

since each amino acid is fitted with an
adaptor to go on to the template.”

Crick boldly triangulates:



Valine

“adaptor”

binds to
nucleic acid

binds to a specific
amino acid

works with a
special dedicated
enzyme (protein)

And, by the way – we need
20 of these molecules, with 20
specially dedicated enzymes,
one for each amino acid.



“The usual argument presented against
this latter scheme is that no such

small molecules have been found, 
but this objection cannot stand.”

Crick admits there is no evidence yet, but some
such mediating molecules must exist.

The inference from systems-level
functional necessity is very strong.



What came to be known as transfer RNA – Crick’s “adaptor” – was discovered 3 years after
Crick’s 1955 prediction of its existence. When characterized, it possessed the features Crick

said the molecule would need (e.g., a hydrogen-bonding surface [the anticodon]).

anticodon

CCA stem (the
amino acid

attachment site)



Crick also predicted 20 dedicated enzymes, to attach specific
amino acids to their ”adaptors” – again, without having any direct

evidence that such enzymes existed: aminoacyl-tRNA synthetases.

Docked structure of E. coli MetRS–tRNAfMet complex along with Met-AMP. 
(figure from Rajendren et al. 2018, 402)



Now – on to the brutally honest antagonist of the story.



VI. Why functional triangulation is
design triangulation:

the causal primacy of the organism



In his 2002 autobiography, Watson
describes the period in the mid-1950s,
when he, Crick, and others in the “RNA
Tie Club” were working out the
functional implications of DNA for
biological information transfer.

The pre-eminent puzzle was the
nature of the genetic code. 

But the code needed “hardware” –
namely, molecular actors (whether
proteins or nucleic acids or both) to
carry out the role of actually
transferring information from DNA
to amino acids in protein assembly. 



As a founding member of the RNA
Tie Club, and one of Crick’s closest

collaborators, Watson was a
recipient of this unpublished manuscript.

But Watson didn’t buy the
adaptor hypothesis. Why not?



Watson (2002, 139) explains why he
didn’t like the adaptor hypothesis:

“I did not like the idea at all...
More to the point, the adaptor

mechanism seemed to me
too complicated to have ever
evolved at the origin of life.”

Watson’s biological intuition was bound
to an implicit time axis.



time

Within the naturalistic picture of life,
complex biological systems cannot arise all at once.

Organisms are fundamentally historical entities,
and “history is just one damn thing after another.”

The same is true, of course, for any naturalistic
theory of abiogenesis (origin of life).

Biological complexity can only accrete over time.

...no cells..................the parts of cells.....................cells...

......first this happens...............then this.....................only later this...



But transfer RNA, or something very much like it,
had to be there – once the facts about DNA, amino acids,

and protein assembly were in place.

anticodon

CCA stem (the
amino acid

attachment site)



But the time axis, and the complexity-can-only-accrete 
assumption, aren’t there in the biology itself.

A B

Organisms 
and their 
features as
black boxes

C We infer a part, system,
or functional relation
that must exist – even if
not yet observed.

“Simplest at the start and only later more complicated,”
and “one must begin with the parts of cells,” flow from a
naturalistic metaphysics of explanation: from philosophy.
Not from organisms themselves. Not from the evidence.



For biological inquiry – for actually finding
things out – triangulation is unmistakably

successful. However, the method
does make a demand on the investigator.

One must presuppose the prior existence
of the system as a whole, to obtain the

functional necessity relations that warrant
any triangulation to its unobserved parts.



metabolism

transport

information
storage

reproduction

structure

homeostasis

information
transfer

behavior

ecosystem
membership

signaling

The Causal Primacy of 
the Organism

One must presuppose THIS:

But naturalism is a parts-first story...



The causal primacy of the organism calls for (at least)
two notions foreign to bottom-up, physics-first explanation:

• Foresight
• Causal circularity

Thus far, we have been looking at the role of these
concepts mainly with respect to the origin of life.

But, as noted in slide 76, if living things broadly speaking
are system-(not parts)-first entities, foresight and
causal circularity should be observed at all levels.

So let’s jump from transfer RNA to developmental
biology, and the puzzle of the origin of animal body plans.



The origin of animal body plans

Caenorhabditis elegans

Drosophila melanogaster

Strongylocentrotus purpuratus



1. Pattern: The common descent
of the Metazoa (the animals)
from a unicellular eukaryotic
ancestor.

2. Process: Natural selection was
the main cause of biological
novelty, including the origin
of animal body plans.

As is very often the case in evolutionary theory,
Darwin sets the puzzle to be solved:



“May we remind you that, in slide 5, you said you weren’t
going to be arguing with evolutionary theory? By our

estimation, thus far you’ve done a good deal of disputing
with evolution, and naturalism, and whatnot.” 

Paul: So sue me. But seriously – I’m trying to build
a case for how design might work in biological
explanation. That means a certain amount of tangling
with existing modes of explanation. Sometimes the
logic of argumentation takes you places you might
prefer not to go. For instance: Frege and psychology.

Gottlob Frege
1848-1925

Frege wanted to construct arithmetic on solid logical
foundations, but found his contemporaries appealing
to psychology instead. “I found myself forced to enter
a little into psychology,” he wrote, somewhat apolo-
getically (1884), “if only to repel its invasion of
mathematics.” Dialectic takes us where it will. 



• Construct developmental 
pathways (ab initio).

• Modify or change 
developmental pathways 

(once they exist).  



The adult anatomy of Caenorhabditis elegans



Phylogeny of the Metazoa
(from Sanetra et al. 2005)



Choanoflagellates

(photomicrograph: Eckhard Voelcker)



choanoflagellates

Porifera (C. prolifera)

Placozoa (Trichoplax)

Nematoda (C. elegans)



Phylogeny of the Metazoa
(from Sanetra et al. 2005)



choanoflagellates

Porifera (C. prolifera)

Placozoa (Trichoplax)

Nematoda (C. elegans)

The last common
ancestor of these
taxa was a single-
celled eukaryote.

Along the branch leading to C. elegans, cell number
and cell differentiation must increase (i.e., net gain).

~1,000 cells in
adult form

cell n
umber &

 diffe
rentiation



Thus, given the hypothesis of the
common ancestry of the animals,

the specific developmental
pathway we observe today

in C. elegans must have been built
incrementally, over evolutionary time,

starting from a single-celled
eukaryotic ancestor.



Single-celled
eukaryote 250 cells 500 cells 750 cells

Adult
C. elegans

Increase in total adult cell number over the
phylogenetic history of Caenorhabditis

(intervals are arbitrary, indicating distance only)

The explanatory puzzle therefore entails two causally
related dimensions: (1) the developmental pathway

we observe today, and (2) the historical or evolutionary
lineage that ex hypothesi constructed that pathway,

where it did not exist before (ab initio).



Douglas Futuyma
Ecology & Evolution
SUNY Stony Brook

“Existing theory can provide
a plausible account of the
history and causes of most
or all evolutionary phenomena...
I do not know of any macro-
evolutionary phenomena that
are inconsistent with existing
evolutionary theory, any
phenomena that would require
us to reject one of its principles
as simply false.”

“Can Modern Evolutionary Theory Explain Macroevolution?”

E. Serrelli and N. Gontier (eds.),
Macroevolution, Interdisciplinary
Evolution Research 2 (Springer,
2015), p. 76.



Brian Charlesworth

Deborah Charlesworth

Nicholas Barton

“We have focused our discussion on the
sources of the variability used in adaptive

evolution...we finish by re-emphasizing
the central concept of neo-Darwinism and

the MS [Modern Synthesis]: allele frequency
change caused by natural selection is the

only credible process underlying the
evolution of adaptive organismal traits.” 

Charlesworth, Barton, & Charlesworth (2017, 9-10; emphasis added)

The causal supremacy of natural selection
remains the dominant view within

evolutionary theory today:



If, within a species or population, the individuals

a. vary in some trait q – the condition of variation;

b. leave different numbers of offspring in consistent
relation to the presence or absence of trait q – the
condition of selection;

c. transmit trait q faithfully between parents and
offspring – the condition of heredity;

then the frequency of trait q will differ predictably
between the population of all parents and the
population of all offspring.

(Lewontin 1978; Endler 1986)



variation
selection
heredity

variation
selection

heredity

The requirements of natural selection:



Now, maybe you don’t think
much of natural selection – it’s
overrated as an evolutionary

process, you say.



“One of the most significant problems
in the broader body of biological thinking
is the common assumption that all
observed aspects of biodiversity are
products of natural selection. With this
mind set, evolutionary biology becomes
little more than a (sometimes endless)
exercise in dreaming up the supposed
agents of selection molding one’s favorite
aspect of phenotypic diversity. However,
we now know that this unwavering belief
in the limitless power of natural selection
is untenable.” 

Michael Lynch
Biodesign Institute
Arizona State Univ.

(Lynch & Trickovic, 2020, emphasis added)



“...a pervasive problem in
biology is the religious
adherence to the idea that
natural selection is solely
responsible for every
feature of biological
diversity. 

Michael Lynch
Biodesign Institute
Arizona State Univ.

(Lynch 2019, book manuscript in
preparation, available at Lynch’s
website; from the opening chapter)



gotta vary
make a difference

pass it on, for keeps

Any evolutionary process – drift, self-
organization, you name it – must satisfy

the following:

• novel variations

• the variations make
a difference
• pass the variations

on, stably (that is,
permanently) to
offspring



The point is, the toy (and real)
examples I will present next

apply to any candidate
evolutionary process, not just

natural selection.



So why does natural selection
fail to explain the origin of

metazoan cell lineages
and differentiation?



If, within a species or population, the individuals

a. vary in some trait q – the condition of variation;

b. leave different numbers of offspring in consistent
relation to the presence or absence of trait q – the
condition of selection;

c. transmit trait q faithfully between parents and
offspring – the condition of heredity;

then the frequency of trait q will differ predictably
between the population of all parents and the
population of all offspring.

(Lewontin 1978; Endler 1986)



Let’s consider the simplest
possible (toy) example. If 
natural selection does not

work there, a fortiori it won’t
work with more complicated
cases, such as real animals.



Cell Zero



Cell Zero (instruction 1)

Instruction 1: “Divide and stick together.”



Cell Zero (instructions 1, 2)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”



Cell Zero (instructions 1, 2)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”

Simply multiplying cell number, without also
differentiating, takes those cells in the wrong

direction – if one wants to build an animal,
that is, with a novel body plan, rather than

only an undifferentiated mass of cells.



Cell Zero (instructions 1, 2)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”



gotta vary
make a difference

pass it on, for keeps

Remember: any evolutionary process
must satisfy the following:

• novel variations

• the variations make
a difference
• pass the variations

on, stably (that is,
permanently) to
offspring



Cell Zero (instructions 1, 2,)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”



Cell Zero (instructions 1, 2, 3)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”

Instruction 3: “One cell lineage remembers all the instructions.”

gametes



Cell Zero (instructions 1, 2, 3)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”

Instruction 3: “One cell lineage remembers all the instructions.”

Natural selection only operates after reproduction. Thus, this entire lineage must 
come to be, and iterate successfully, before selection can be invoked.

Causally prior to
natural selection



Cell Zero (instructions 1, 2, 3)

Instruction 1: “Divide and stick together.”

Instruction 2: “Daughter cells must differ.”

Instruction 3: “One cell lineage remembers all the instructions.”

Natural selection only operates after reproduction. Thus, this entire lineage must 
come to be, and iterate successfully, before selection can be invoked.

Causally prior to
natural selection



The adult anatomy of Caenorhabditis elegans



The early cell lineage of Caenorhabditis elegans

(figure after Schnabel 1997, 342)



The cell lineage of Caenorhabditis elegans (at hatching)



hypodermis
pharynx
nervous
system
muscle

pharynx
nervous
system

muscle

gut pharynx
nervous
system
muscle

muscle germ line

This early cell lineage is a defining character of C. elegans.

Call this cell lineage
CEICP, for “C. elegans

initial cleavage pattern.”



Single-celled
eukaryote 250 cells 500 cells 750 cells

Adult
C. elegans

Increase in total adult cell number over the
phylogenetic history of Caenorhabditis

(intervals are arbitrary, indicating distance only)

Where, along this evolutionary trajectory, did
the C. elegans early-branching cell lineage evolve?



Single-celled
eukaryote 250 cells 500 cells 750 cells

Adult
C. elegans

Where, along this evolutionary trajectory, did
the C. elegans early-branching cell lineage evolve?

Did CEICP
evolve here?



Single-celled
eukaryote 250 cells 500 cells 750 cells

Adult
C. elegans

Did CEICP
evolve here?

None of this exists yet.



hypodermis
pharynx
nervous
system
muscle

pharynx
nervous
system

muscle

gut pharynx
nervous
system
muscle

muscle germ line

These cell cleavages function with respect to their distant endpoints.



Single-celled
eukaryote 250 cells 500 cells 750 cells

Adult
C. elegans

Did CEICP
evolve here?



Single-celled
eukaryote 250 cells 500 cells 750 cells

Adult
C. elegans

Did CEICP
evolve here?

This will be a clonal
mass of cells, lacking
any differentiation.



The complete cell lineage of Caenorhabditis elegans

The evidence seems strongly to indicate that one needs
this entire ontogenetic pathway if one wants any part of it.



George Church
Harvard University





“Starting from the final cells that must exist...”



foresight
causal circularity

design
CEICP

Indeed, developmental pathways throughout
the Metazoa represent one example of causal

circularity after another.

The developmental pathway of C. elegans provides
a striking example of causal circularity.

CEICP



Mom

Oocyte

Junior





The North American Monarch (Danaus plexippus)



Houdini entering his “water torture” box:





Monarch egg capsule on the underside of a milkweed leaf.



Close-up of Monarch egg.







Black swallowtail (Papilio polyxenes) caterpillar
feeding on dill in Paul’s backyard vegetable garden.

This and the next two slides are here for no better reason than, for several summers
now, my wife and I have planted dill in our backyard garden boxes – and female black

swallowtail butterflies show up faithfully to lay their eggs on it. Dill is one of the
black swallowtail’s preferred (host) plants. Biology is the best. It really is.



Black swallowtail (Papilio polyxenes) chrysalis
in Paul and Suzanne’s vegetable garden

I admire the precision and elegance of the black swallowtail’s chrysalis anchoring
mechanism: not using a “tail-up-head-down” cremaster and silk pad (as one would

see, for instance, with a Monarch chrysalis), but with its cremaster located down
the stalk, and two slender silk threads making a “heads-up” girdle.



Black swallowtail male in Paul’s office. This little fellow came in as a chrysalis
stowaway when the plant he is standing on (in the photo) was moved indoors.



SEM of a
Monarch cremaster,
showing its
“grasping” tip
embedded in
the silk pad
spun by the
caterpillar.

(Images, courtesy
of Dr. Timothy
Standish, Loma
Linda University,
and Illustra Media)



SEM of a
Monarch cremaster,
showing its
“grasping” tip
embedded in
the silk pad
spun by the
caterpillar.

(Images, courtesy
of Dr. Timothy
Standish, Loma
Linda University,
and Illustra Media)

Why deposit the fibers to make the silk pad, without the cremaster hooks?
But why have the cremaster hooks, without the silk pad?



What is happening in the
pupal (chrysalis) stage?  

The caterpillar (larval) tissues are being
destroyed by massive cell death, through

processes of apoptosis and autophagy.

Cell populations sequestered in the larva
then develop into the structures – legs, 

wings, genitalia, etc. – of the adult butterfly. 





Houdini entering his “water torture” box:



Houdini wouldn’t dare to enter the box,
however, without a plan to get out:

(going in) (getting out)

DEATH

(going in) (getting out)



Problem: How, then, did the pupal 
stage originate? – as evolving it would 
seem to require that natural selection 

simultaneously “knew how to get out.”

temporarily
“lifeless”

1

2

3

4

5

caterpillar-like
ancestral species

pupal stage

butterfly



Can natural selection build complex 
developmental networks?

Natural selection only “sees” reproductive output.



But it is only
here, in the 
adult form,

where
reproductive

capability
arises.

The “magic bridge” of animal development
(Nelson & Gauger 2011:28)

Cell cleavage
and differen-
tiation begin

here, with the
fertilized egg.

Yet reproductive capability is a necessary
condition of natural selection (Endler 1986).

The bridge of development is “magic” in
this sense: as long as one keeps moving

across the bridge from left (fertilization) to
right (the adult form), the bridge will be
there beneath one’s feet. Stop moving,

however – and the bridge vanishes.
(“Magic” is, of course, only an
illustrative figure-of-speech.

Development works via
discoverable mechanisms.)

cell number and differentiation then increase as the embryo crosses its bridge



So how do organisms solve this  
problem – that is, obtaining the 
instructions to build an embryo?

Answer:
They have parents.



See a circle here?
That’s not a stray

fact. That is nature
trying to get 

your attention.



foresight
C. elegans

design

This would be an unobjectionable, even
obvious causal inference...except for philosophy.



foresight
C. elegans

design

This explanatory option will take a major
hit from the rise of naturalism in the 19th century.



foresight

C. elegans
design

After 1859: sorry, but 
there is no such thing as

foresight in biological
explanation.



foresight
causal circularity

design

The mental construct of the whole is causally primary.
Mind leads, seeing the target; realization follows.

Recovering this inference looks 
to be necessary for advancing

biological understanding.



Any theory that entails its
competitor, where the

opposite is not the case, 
cannot lose when they go

head-to-head in an
explanatory context. 



“natural 
laws”

“chance”

Design

The explanatory toolkit
of the ID biologist
entails, or includes,

all the causal possibilities
of a philosphical naturalist.

But the opposite is not
true. This asymmetry

favors ID inquiry
in every circumstance.



Vertebrates Molluscs Arthropods

But the development of each of these eyes
is regulated by the same so-called “master

regulator” gene, Pax-6 (eyeless).

Three classically non-homologous eyes



Let’s try a design-theoretic
thought experiment – one
which takes the reality of

higher levels seriously.



Taking a lexicon from the 
Gettysburg Address:

“...that from these honored dead we take increased
devotion to that cause for which they gave the
last full measure of devotion – that we here
highly resolve that these dead shall not have died
in vain – that this nation, under God, shall have
a new birth of freedom – and that the government
of the people, by the people, for the people, shall
not perish from the earth.”



Taking a lexicon from the 
Gettysburg Address:

a
and
birth
by
cause
dead
devotion
died
earth
for
freedom

from
full
gave
God
government
have
here
highly
honored
in
increased

last
measure
nation
new
not
of
people
perish
resolve
shall
take

that
the
these
they
this
to
under
vain
we
which



Taking a lexicon from the Gettysburg 
Address...and writing a very different 

text – an anarchist’s manifesto:
“...by this we highly resolve that we shall
have freedom from this nation – that 
devotion shall perish.  These people honored
the last government, in vain.  The dead
increased.  Measure that full devotion!  
The earth under here gave these people
birth, not a dead God, and from that they
shall take their new cause, for which people
have not died.”



lexicon

author’s
intention

+

meaning
(function)

-

common
set of

modules
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reproduction
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signaling

The Causal Primacy of 
the Organism



Peter Tompa
VIB, Belgium

George Rose
Johns Hopkins

PROTEIN SCIENCE 2011 VOL 20:2074—2079 

This paper represents the shadow of a science yet to be born.



The minimal gene complement (“parts list”)
of Mycoplasma genitalium (Fraser et al., 1995)







19" 462,963,369"
20" 654,729,075"
21" 9,722,230,744"
22" 13,749,310,575"
23" 223,611,307,117"
24" 316,234,143,225"
25" 5,590,282,677,928"
26" 7,905,853,580,625"
27" 150,937,632,304,053"
28" 213,458,046,676,875"
29" 4,377,191,336,817,530"
30" 6,190,283,353,629,380"
31" 135,692,931,441,344,000"
32" 191,898,783,962,511,000"
33" 4,477,866,737,564,340,000"
34" 6,332,659,870,762,850,000"
35" 156,725,335,814,752,000,000"
36" 221,643,095,476,700,000,000"
37" 5,798,837,425,145,820,000,000"
38" 8,200,794,532,637,890,000,000"
39" 226,154,659,580,687,000,000,000"
40" 319,830,986,772,878,000,000,000"
41" 9,272,341,042,808,170,000,000,000"
42" 13,113,070,457,688,000,000,000,000"
43" 398,710,664,840,751,000,000,000,000"
44" 563,862,029,680,584,000,000,000,000"
45" 17,941,979,917,833,800,000,000,000,000"
46" 25,373,791,335,626,300,000,000,000,000"
47" 843,273,056,138,187,000,000,000,000,000"
48" 1,192,568,192,774,430,000,000,000,000,000"
49" 41,320,379,750,771,300,000,000,000,000,000"





Bill Dembski stopped his calculations here,
at 100 proteins, even though real cells have at least

300 proteins. There was no point in going any further.



Nature is talking back to biologists. 
She insists on being heard.



Nature is talking back to biologists. 
She insists on being heard.



What metaphysics of explanation
enables one to start with the whole organism?

A B

Organisms 
and their 
features as
“black boxes”

C We infer a part, system,
or functional relation
that must exist – even if
not yet observed.

Now we have warrant
to go looking for C.

This is a research-
motivating heuristic.



Design.



I love magic. Mozart’s Flute and Harp Concerto,
the Stargate sequence in Kubrick’s 2001, Orwell’s essays,

the Narnia stories, Hopper’s Manhattan Bridge Loop,
Spanish red wine, the entirety of Dark Side of the
Moon, my cats Newton and Einstein, Suzanne’s

jokes, Toews’s 10/19/07 goal against Colorado (look it
up on YouTube), mushroom tarts, a long walk by

myself in the early spring...a hug from a grateful friend.

If “magic” means “this thing is too wonderful for words,”
then magic makes life worth living.

The magic fitting for biological understanding is
knowledge of mechanisms, which has a

subtle and mysterious beauty all its own.

CODA:


