
The Mystery of 
Life’s Origin

CH AR LES B.  TH A XTON, 
WALTER L .  BR ADLEY, 

ROGER L .  OLSEN, JA MES TOUR , 
STEPHEN MEYER ,  JONATH A N WELLS, 

GUILLER MO GONZ ALEZ , 
BR IA N MILLER ,  DAVID K LINGHOFFER 

Seattle	 Discovery Institute Press	 2020

The Continuing Controversy



Description
The origin of life from non-life remains one of the most enduring mysteries 
of modern science. The Mystery of Life’s Origin: The Continuing Controversy 
investigates how close scientists are to solving that mystery and explores what 
we are learning about the origin of life from current research in chemistry, 
physics, astrobiology, biochemistry, and more. The book includes an updated 
version of the classic text The Mystery of Life’s Origin by Charles Thaxton, 
Walter Bradley, and Roger Olsen, and new chapters on the current state of the 
debate by chemist James Tour, physicist Brian Miller, astronomer Guillermo 
Gonzalez, biologist Jonathan Wells, and philosopher of science Stephen C. 
Meyer. 

Copyright Notice
Copyright © 2020 by Discovery Institute, All Rights Reserved.

Library Cataloging Data
The Mystery of Life’s Origin: The Continuing Controversy by Charles B. Thaxton, 
Walter L. Bradley, Roger L, Olsen, James Tour, Stephen Meyer, Jonathan 
Wells, Guillermo Gonzalez, Brian Miller, and David Klinghoffer

486 pages, 6 x 9 x 1.0 inches & 1.4 lb, 229 x 152 x 25 mm. & 0.65 kg

Library of Congress Control Number: 9781936599745

ISBN-13:  978-1-936599-74-5 (paperback), 978-1-936599-75-2 (Kindle),  
978-1-936599-76-9 (EPUB)

BISAC: SCI013040 SCIENCE / Chemistry / Organic

BISAC: SCI013030 SCIENCE / Chemistry / Inorganic

BISAC: SCI007000 SCIENCE / Life Sciences / Biochemistry

BISAC: SCI075000 SCIENCE / Philosophy & Social Aspects

Publisher Information

Discovery Institute Press, 208 Columbia Street, Seattle, WA 98104

Internet: http://www.discoveryinstitutepress.com/

Published in the United States of America on acid-free paper.

Second Edition, First Printing, January 2020.



Contents
Foreword������������������������������������������������������������������������������������������������������������������7

Robert J. Marks and John West

Introduction: Intelligent Design’s Original Edition�������������������11
David Klinghoffer

I. The Mystery of Life’s Origin

Foreword����������������������������������������������������������������������������������������������������������������37
Dean Kenyon

Preface����������������������������������������������������������������������������������������������������������������������43
Charles Thaxton, Walter Bradley, Roger Olsen

1. Crisis in the Chemistry of Origins�������������������������������������������������������47
2. The Theory of Biochemical Evolution����������������������������������������������59
3. Simulation of Prebiotic Monomer Synthesis����������������������������������67
4. The Myth of the Prebiotic Soup�������������������������������������������������������������91
5. The Early Earth and Its Atmosphere���������������������������������������������� 121
6. Plausibility and Investigator Interference�������������������������������153
7. Thermodynamics of Living Systems �������������������������������������������������� 169
8. Thermodynamics and the Origin of Life�����������������������������������������185
9. Specifying How Work Is to Be Done ������������������������������������������������� 203
10. Protocells�����������������������������������������������������������������������������������������������������231
11. Summary and Conclusion���������������������������������������������������������������������� 249
12. Epilogue�����������������������������������������������������������������������������������������������������������257
Appendix 1: An Alternative Calculation����������������������������������������� 293
Appendix 2: 1997 Update ������������������������������������������������������������������������������� 295

Charles Thaxton

II. The State of the Debate

13. We’re Still Clueless about the Origin of Life��������������������������323
James M. Tour



14. Thermodynamic Challenges to the Origin of Life�����������������359
Brian Miller

15. What Astrobiology Teaches about the Origin of Life��������375
Guillermo Gonzalez

16. Textbooks Still Misrepresent the Origin of Life������������������� 393
Jonathan Wells

17. Evidence of Intelligent Design in the Origin of Life������������415
Stephen C. Meyer

About the Authors�����������������������������������������������������������������������������������������471
Index����������������������������������������������������������������������������������������������������������������������� 477



14. Thermodynamic 
Challenges to the 

Origin of Life
Brian Miller

The thermodynamic barriers to the origin of life have become decid-
edly more well defined since this book’s first publication. The initial 

challenges described in the original edition still stand. Namely, spon-
taneous natural processes always tend toward states of greater entropy, 
lower energy, or both. The change of entropy and energy are often com-
bined into the change of free energy, and all spontaneous processes move 
toward lower free energy. However, the generation of a minimally func-
tional cell on the ancient Earth required a local system of molecules to 
transition into a state of both lower entropy and higher energy. There-
fore, it must move toward dramatically higher free energy. The chance 
of a system accomplishing this feat near equilibrium is astronomically 
small.1

Many origin-of-life researchers have responded to this challenge by 
arguing that a system driven far from equilibrium could self-organize 
into a functional cell through processes that are connected to such moni-
kers as complex systems,2 emergence,3 synergetics,4 or nonequilibrium 
dissipative systems.5 The basic hope is that some new physical principles 
could overcome the barriers to life’s origin mandated by classical ther-
modynamics. However, advances in nonequilibrium thermodynamics 



360   /  The Mystery of Life’s Origin

have proven that the odds of a system driven far from equilibrium gen-
erating an autonomous cell are no greater than the odds for one near 
equilibrium. 

Others have proposed that “natural engines” on the early Earth con-
verted one form of energy into another that could drive a local system 
to sufficiently high free energy.6 These approaches have proven equally 
disappointing. The only plausible explanation for the origin of life is in-
telligent agency. 

Fluctuation Theorems and the Origin of Life
One of the greatest challenges in systems driven far from equilibrium 
was describing them quantitatively. Then a breakthrough came in the 
1990s with the advent of the fluctuation theorems. The first derived 
theorem was the Evans-Searles fluctuation theorem (ESFT).7 It demon-
strated in dissipative systems8 that entropy can run in reverse. But prob-
abilities drop exponentially with the magnitude of the entropy decrease9 
(note that the entropy, S, is presented in the units of nats, so its value is 
dimensionless): 

This theorem was used to solve the apparent contradiction of mac-
roscopic processes progressing irreversibly toward greater entropy while 
the underlying physical dynamics are time-reversible. The ESFT dem-
onstrated that the dynamics of individual particles in a given microstate 
(specific configuration of molecules) might be time-reversible, but the 
statistical tendency is for microstates to move in a direction that corre-
sponds to an increase in entropy. Therefore, the average entropy produc-
tion moving forward in time is always positive.10 

In the context of the origin of life, the theorem demonstrates the im-
plausibility of any realistic energy source, such as sunlight or heat from a 
thermal vent, driving a local system toward dramatically lower entropy. 
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As mentioned in Chapter 8 above, Harold Morowitz performed a crude 
estimate for the reduction of entropy in the formation of a cell associ-
ated with the generation of macromolecules (e.g. RNA, DNA, proteins). 
His approximation for the entropy reduction was on the order of .1 cal/
deg-gm.11 This quantity corresponds in a bacterium12 to a reduction of 
greater than 1010 nats, which yields a probability from the ESFT for a 
bacterial cell spontaneously forming of less than 1 in 10109, a clear impos-
sibility even if the first cell were orders of magnitude smaller.

A second theorem, known as the Crooks Fluctuation Theorem, was 
derived to study systems acted upon by nondissipative fields or forces 
that transition a system from an initial state to a final state with a dif-
ferent equilibrium free energy. In classical thermodynamics the transi-
tion can often be assumed to proceed slowly enough for the process to 
remain close to equilibrium. The work, W, performed could then equal 
the change in free energy, ΔF.13 However, if the transition occurs away 
from equilibrium, some of the applied work will typically be lost as heat. 

Now let A and –A designate work performed in forward and time-
reversed transitions. Crooks’s theorem establishes that the ratio of prob-
abilities over A and –A is 

where β is the inverse of the initial temperature of the system and the 
thermal bath surrounding it times the Boltzmann constant, and A – ∆F 
is the heat released during the transition into the thermal bath. 

Similar to the ESFT, the Crooks theorem shows that there is a finite 
probability that, while work is performed on the system, the increase in 
free energy can exceed the amount of applied work: A – ∆F is negative. 
As a result, heat will be absorbed from the bath and converted to free 
energy, thus gaining energy for free. However, the probability drops ex-
ponentially with the magnitude of the heat absorbed.14 
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The Crooks theorem can be used to calculate the probability for a 
driven system absorbing sufficient heat from the environment to provide 
the needed increase in free energy for the origin of life. As mentioned 
in Chapter 7, Morowitz estimated that the formation of a cell would 
require a collection of prebiotic molecules absorbing roughly 10-9 joules 
(1010 eV) of heat.15 This value corresponds in the Crooks equation to a 
probability of occurring on the order of 1 in 101011, which is the same as 
in a system near equilibrium. 

The odds do not improve if the process takes place in multiple steps 
separated by extended periods of time.16 In fact, the challenges actually 
increase if each step towards life does not proceed immediately after the 
previous one, for the chances of the system moving toward higher en-
tropy (or lower free energy) are far greater than moving in a life-friendly 
direction. Any progress could be completely squandered by a few del-
eterious thermal fluctuations or chemical interactions. Therefore, all 
origin-of-life scenarios appear thermodynamically implausible. 

The Inadequacy of “Natural Engines”
The only way to overcome the free energy challenge is for some mecha-
nism to apply work in such a manner as to raise a system’s free energy. 
Modern cells accomplish this goal by employing complex molecular ma-
chinery and finely-tuned chemical networks to convert one form of en-
ergy from the environment into high-energy molecules. The energy from 
the breakdown of these energy-currency molecules is directed toward 
powering targeted chemical reactions and other processes.17 However, 
no such machinery could be synthesized until after life originated. 

Many proposals have been offered for how various natural mech-
anisms could impart the needed work. Examples include meteorite 
crashes,18 moving mica sheets,19 shock waves,20 volcanic hot springs,21 
and proton gradients.22 However, none of these sources could have gen-
erated more than a tiny fraction of the required free energy. They pri-
marily produce energy in the form of heat or light, but such raw energy 
bursts increase the entropy of a system,23 causing it to move in a direction 
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opposite to that of life. Life requires a mechanism that can increase the 
free energy to allow for the energy of the system to increase while also 
decreasing the entropy. 

To illustrate the challenge, the power production density (free ener-
gy increase per time per mass) of the simplest known cell for only main-
tenance24 is on the order of 1 watt per gram (W/g), which is comparable 
to that of a high-performance sports car. A protocell would have to gen-
erate this amount in the latter stages25 leading toward an autonomous 
cell just to overcome the thermodynamic drive back toward equilibri-
um, and even greater amounts would be required for replication.26 For 
comparison, a leading proposal for energy production involves proton 
gradients in small crevices in hydrothermal vents powering life-friendly 
chemical reactions. However, experimental simulations of vents under 
ideal conditions only generate small quantities of formaldehyde,27 which 
is believed to be a precursor to some of life’s building blocks. The cor-
responding power production density is on the order of 1 nanowatt per 
gram (nW/g),28 a billionth of what is needed. Moreover, the concentra-
tion of yielded formaldehyde is about a millionth of what would be re-
quired to drive any life-friendly reaction. As a result, alkaline vents could 
never supply even the smallest fraction of the power needed, and only 
minuscule amounts of the generated chemical energy29 could be directed 
toward forming the first cell. Other scenarios perform no better. 

Such an enormous disparity between the required and available 
energy production demonstrates the implausibility for a “natural en-
gine” forming on the early Earth with sufficient capacity to support any 
origin-of-life scenario. Consequently, highly efficient molecular engines 
comparable to those in modern cells are needed from the very beginning 
to provide a continuous supply of energy-currency molecules capable of 
driving nonspontaneous cellular processes. 

The Necessity of Proteins
An additional challenge is that a minimally functional metabolism re-
quires directing a highly specific set of chemical reactions and prevent-
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ing interfering cross-reactions. The chance of a randomly selected set of 
reactions meeting such exacting criteria is infinitesimally small.30 

Compounding the difficulty, individual reactions in the chemi-
cal pathways to synthesize life’s building blocks and other metabolic 
reactions require multiple, mutually exclusive reaction conditions,31 so 
no environment could support more than a few of them. In addition, 
many of the reactions are energetically unfavorable, so energy from the 
breakdown of the energy-currency molecules must be directed toward 
enabling them to move in the required direction. And even energetically 
favorable reactions are typically too slow to drive cellular operations. As 
a consequence, special protein molecules known as enzymes, or their 
equivalent, are essential to support cellular life since only they could suf-
ficiently accelerate a highly specific set of reactions.32 

Enzymes are long chains of amino acids that fold into specific three-
dimensional structures with crevices known as active sites. These sites 
accelerate specific reactions’ turnover rates by factors typically between 
108 and 1010, and the increase in many cases could be significantly high-
er.33 Without their presence, the concentration of a reactant would typi-
cally need to be at least millions of times greater to maintain a compa-
rable reaction rate. Achieving such high concentrations for nearly every 
cellular metabolite34 would be highly implausible. The active sites also 
create the necessary physical and chemical conditions to support their 
target reactions, so a multitude of diverse reactions can be maintained in 
the same cellular environment simultaneously. In addition, the enzymes 
couple the breakdown of the energy-currency molecules to energetically 
unfavorable chemical reactions and other processes, so the energy from 
the former can power the latter. As a consequence, a complete suite of 
enzymes must have existed at the very earliest stages of life’s origin. 

Yet the challenges faced in any origin-of-life scenario related to 
the formation of enzymes and other proteins are immense. First, any 
natural process which yielded amino acids would also have produced a 
myriad of other molecules which would have blocked the formation of 
long functional chains.35 Second, the probability of amino acids forming 
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a chain in even the most ideal conditions drops exponentially with its 
length, so none would likely have formed on the early Earth sufficiently 
long to correspond to nearly any of the essential proteins in a minimally 
functional cell.36 Third, even if the probability for long-chain formation 
were significantly higher, all realistic processes on the early Earth would 
have yielded both left-handed and right-handed amino acids. Howev-
er, functional proteins require amino acids of only one chirality. Even 
if some process could generate a solution of homochiral amino acids, it 
would spontaneously racemize (move toward equal quantities of both 
versions).37 Every one of these hurdles appears insurmountable. 

An additional challenge, which is rarely acknowledged, is the exces-
sive time requirement for a protein and a cell membrane located in the 
same small pool of water to make contact through the random motion 
of diffusion. The main search mechanism would have to be diffusion, 
since water sufficiently agitated to mix molecules at microscales would 
likely eviscerate any cell membrane.38 An estimate for the timescale 
begins by calculating the time required for an enzyme to traverse the 
diameter of a cell using the protein’s diffusion coefficient (100 μm2/s)39 
and the width of a bacterium (1 μm3). The average time approximates to 
one millisecond. Therefore, an enzyme could only sample a volume of 1 
μm3 every millisecond, even ignoring the fact that diffusion would cause 
resampling of the same micro-volumes repeatedly. A lower estimate for 
enzyme-membrane contact would then be on the order of tens of mil-
lions of years. 

Yet a protein’s lifespan is on the order of weeks to years, based on 
the half-life of peptide bonds in water,40 and the actual breakdown time 
measured in bacteria is typically considerably less, only on the order of 
hours.41 Therefore, any protein formed on the early Earth would dena-
ture long before finding its way into a protocell. The problem for RNA is 
even greater since it is considerably less stable.42 
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The Information Challenge
An even greater challenge is that the protein molecules that compose 
the molecular engines and the enzymes consist of chains of amino acids 
in precise sequences, so a prerequisite for life is large quantities of func-
tional information.43 Specifically, the amino acids have to be arranged in 
the right order in the same way the letters in a sentence must be arranged 
properly to convey the intended meaning.44 The sequential order is cru-
cial for the chains to fold into the correct three-dimensional structures 
to properly perform their intended functions. 

The centrality of information is becoming increasingly apparent with 
theoretical analyses on its role in enacting causal control over outcomes, 
such as a metabolic pathway synthesizing a specific amino acid at the 
correct time in the needed quantities.45 The term “control information” 
has even been designated to those entities within cells (e.g. nucleotide 
sequences in DNA) that direct the acquisition and use of matter, energy, 
and information to enable biological functions. And the implementation 
of this information has been recognized as essential for maintaining a 
cell’s highly specified low-entropy state.46

An extreme lower bound for the prerequisite information required 
for the origin of life can be calculated from the needed proteins’ algo-
rithmic specified complexity (ASC). The ASC measure was developed 
to quantify the functional, semantic, or meaningful information in a 
pattern,47 and it provides an upper limit on the probability for a pattern 
with a given ASC measure to occur by any undirected process: P [ASC 
(X,C,P) ≥ α] ≤ 2-α.48 The minimal information calculation proceeds by 
first estimating the minimal number of required proteins in an autono-
mous cell and then estimating the ASC for a single protein. The product 
of these two numbers is the lower bound for the first cell. 

Several research groups have attempted to identify for the simplest 
viable cell the minimal set of proteins. Removing just one of these essen-
tial proteins would result in the metabolism ceasing to function, and the 
cell would degrade irreversibly into simple chemicals. Similarly, systems 
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engineers, such as those at NASA, have analyzed the minimal function-
al requirements for a self-replicating machine.49 The results from both 
classes of studies converge on several essential functional components: 

	• Large repositories of information and information processing.

	• Manufacturing centers that construct all of the essential pieces.

	• Assembly and installation processes. 

	• Energy production and distribution machinery.

	• Automated repair and replacement of parts.

	• Global communication and coordination with feedback control 
systems.

	• Sensing of environment and calculation of needed responses.

	• Self-replication, which draws upon nearly all other essential 
functions.

In the context of a minimal cell, these requirements correspond to 
over 300 protein-coding genes in a parasite50 and probably double that 
amount in a free-living prokaryote.51 

The ASC associated with a single protein can be estimated from the 
probability for a random sequence of amino acids to properly fold into a 
structure that performs a specific cellular function. That value for only 
one portion of a relatively small protein was calculated to be on the order 
of 1 in 1077.52 This estimate equates to an ASC value of over 250 bits,53 
so the minimal ASC for one copy of the over 300 required proteins is 
over 75,000 bits. This value can be compared with the maximum ASC 
value that could have been generated from the total number of protein 
sequences that could have occurred in the entire history of the Earth. 
The most wildly optimistic estimates have assumed that all of the avail-
able atoms of nitrogen, carbon, and oxygen on the planet contributed to 
amino acid sequences of at least modest length.54 The upper estimates 
are less than 1060, which corresponds to a maximum ASC value of 
roughly 200 bits.55 

Clearly, the required prerequisite information vastly exceeds what 
could have been generated by any undirected process. In fact, even if 1 
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in 10 amino acid sequences corresponded to a functional protein, the 
cumulative ASC value would still exceed the maximum limit. 

In reality, the required information is significantly greater than the 
previous analysis suggests, for it does not include several other constraints 
and requirements.56 For instance, the metabolism must start with suffi-
cient numbers of enzymes, energy-currency molecules, and intermediate 
metabolites.57 In addition, multiple copies of most proteins are needed,58 
such as those that are assembled into multiprotein complexes.59 

Compounding the problem, proteins have a limited lifespan, so 
they must constantly be replaced. Proteins do not self-replicate, and 
RNAs are too unstable for long-term information storage.60 Therefore, 
the minimal requirements for a cell must include the protein sequences 
being encoded into DNA, and the cell must possess the DNA-protein 
translational machinery to access the encoded information and imple-
ment it in the manufacture of new proteins. In addition, a functional me-
tabolism requires the cell to tightly control each reaction using feedback 
loops, and this meticulous coordination is to a large extent accomplished 
through the regulation of the genes through gene-specific promoter, op-
erator, and enhancer regions.61 They direct the timing and quantities of 
proteins manufactured.

Studies on metabolic networks62 have demonstrated that a func-
tional metabolism requires an “intricate network of mutual interactions” 
that “depends crucially on the numerical values of kinetic parameters 
and regulatory interactions,” so the additional information associated 
with these regulatory regions in DNA must be significant. Future stud-
ies will undoubtedly only increase the chasm between the information 
that could be produced by any natural process and that required in a 
minimally functional cell at its instantiation.

In summary, the formation of the original cell cannot plausibly be 
explained by any undirected process. In addition, its minimal require-
ments demonstrate unmistakable signs of intelligence. In any other 
context, the identification of a nanotechnology vessel capable of energy 
production, information processing, and the other identified require-
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